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Introduction

Wolfe (2007) recently highlighted the lack of an agreed common datum for most Quaternary chronological methods, and this was a topic also taken up by Grün (2008). The problem is that for many chronological methods, the value that is determined is the number of years that have passed between the event that is being dated and when the sample was collected, or when it was measured. Under such a system, an event in the past inevitably becomes further distant in time as time progresses. The eruption of Mt Pinatubo in the Philippines occurred in AD 1991, which today (AD 2011) means that it occurred 20 years ago. In the year AD2020 the event would have an age of 29 years ago.

At present only radiocarbon dating has an agreed system for quoting ages that is not affected by this. As agreed by the International Radiocarbon Conference all ages are quoted as $^{14}$C years BP (before present), where the present is defined as AD 1950 (van der Plicht and Hogg 2006). The situation in radiocarbon dating is made more complex by the need to calibrate ages to overcome the effects of changes in the production of radiocarbon and its distribution between the different carbon reservoirs. However, this does not alter the situation that this method alone has defined a datum for its results, avoiding ambiguity when quoting ages.

Quaternary dating methods which do not have an agreed datum, including luminescence, normally solve the problem in one of two ways. The most common is that when ages are published, the year of measurement is quoted, and ages are given relative to that year. For instance Bristow et al. (2007) quoted ages (e.g. $34 \pm 7$ a) for recent samples from linear dunes in the Namib Sand Sea relative to AD 2004 when the ages were calculated. The second approach is to convert ages as given above to the Christian calendar and use AD (anno domini) and BC (before Christ). Thus the age of $34 \pm 7$ a measured in AD 2004 given above would equate to a date of AD1970 $\pm 7$ a or AD1963 - 1977.

However, all of these alternatives have problems. Quoting ages relative to an age quoted in a table is scientifically accurate and leaves no uncertainty, but two issues arise. The first is that if the same event were dated at some different time, say 20 years earlier (in AD 1984) or 20 years later (in AD 2024) then different ages would be obtained ($14 \pm 7$ a and $54 \pm 7$ a), yet in fact all these different age estimates are giving exactly the same estimate of when this event occurred. This is confusing, but not incorrect. The second issue can also be illustrated with this example. If at some stage all the ages for this event are collated then there is a risk that the person undertaking the summary will fail to take into account the different dates used for the datum of each analysis, or that in their summary table the year in which the ages were measured will not be included. The recent compilation of ages in the Namib Sand Sea digital database is such an example where ages have been compiled (Livingstone et al., 2010).

Quoting ages using AD or BC avoids this problem by using the datum of 1 BC / 1 AD. This solution enables ages to be quoted accurately and with no ambiguity. However, two potential difficulties arise here. The first is a simple numerical one. The construction of the timescale using AD and BC means that the numerical value arising increases both since the datum of 1 AD and prior to the datum. Thus one has both AD 100 and BC 100 (positive numerical values) even though one event is prior to the datum and one postdates it. The second is that geomorphologists and Quaternary scientists do not tend to work in AD and BC.

Luminescence is not unique among Quaternary geochronological methods in facing this problem. However, because of the age range now covered by luminescence, from hundreds of thousands of years to decades or even years (e.g. Madsen and Murray, 2009; Rink and Lopez, 2010; Rustomji and Pietsch, 2007; Wolf and Hugenholtz, 2009), the luminescence community is uniquely affected by the issue.
Additionally, with the growth of luminescence in recent decades, it is probably the second most widely used Quaternary radiometric method after radiocarbon.

**Alternatives**

I suggest that we have a number of alternatives when facing this issue:

1) *The status quo.*

Retain the practise of quoting luminescence ages along with the year in which they were measured, and thus leaving users to convert these into years AD or BC, or to compensate for differences between ages obtained in different years.

2) *Adopt a datum of AD 1950 and use the term BP.*

The use of the term BP (before present) has historically been specifically reserved for use with radiocarbon dates. Radiocarbon dates are often quoted in radiocarbon years before present (14C yrs BP) and since the Libby half-life is used for such calculations, 14C years are not equivalent to calendar years. Luminescence dates are calculated in calendar years and so adopting this term for luminescence would cause confusion.

3) *Adopt a datum of AD 1950 and use an alternative term instead of BP.*

Given the widespread use of 1950 as a datum by radiocarbon, this would provide a useful point of comparison. Once radiocarbon ages are calibrated into calendar years then ages from both methods should be directly comparable. An alternative term to BP would be required (for the reasons stated above).

4) *Adopt a datum of AD 2000 and use the term b2k.*

An alternative datum would be the year AD 2000. The use of a different datum and a different term (b2k instead of BP) would help to avoid confusion between uncalibrated radiocarbon dates and those from other methods which are not affected by the same issues of calibration due to changes in the production of radiocarbon. The term b2k (before 2000 AD) is one which is now being used increasingly by other dating methods (e.g. Walker et al., 2009).

I would strongly suggest that option 2 is not appropriate. The term BP has a very specific scientific meaning that is relevant to radiocarbon dating, but cannot be transferred to other methods. I would also suggest that option 3 would lead to confusion. One implication of adopting either option 3 or 4 above is that we will rapidly start to produce ages that are quoted as negative ages. For instance, if we were to adopt AD 2000 as the datum then an age of 7±2 a produced in AD 2010 would be presented as -3 ± 2 a b2k. At first sight this appears awkward since we are dating an event which is in the past, but it is quoted as a negative age because the event occurred after our datum. Such a situation is inevitable if we choose to adopt a datum.

**What should happen next?**

This is a decision that needs to be discussed by as wide a community as possible, and then an agreed decision made. A good venue for such an agreement would be at the International Luminescence and Electron Spin Resonance dating conference which is held once every three years. The next conference will be in Poland in July 2011, and I would suggest that this issue be discussed in open forum at that time for the community to come to a decision upon, and potentially to vote upon if the community felt that this was appropriate. For those colleagues who are unable to attend the meeting in Poland I would ask them to write to me, or to ask colleagues to present their views at that meeting.

Once a decision has been made then it should be disseminated as widely as possible amongst the luminescence community and the wider geomorphological, Quaternary and archaeological communities to ensure that it is used as widely as possible. This could be done through the special issues associated with the LED 2011 conference, and by writing to editors of key journals in the field.
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Abstract
In the field of luminescence and electron spin resonance dating, dose rate conversion factors are widely used to convert concentrations of radioactive isotopes to dose rate values. These factors are derived from data provided by the National Nuclear Data Center of the Brookhaven National Laboratory, which are compiled in Evaluated Nuclear Structure Data Files (ENSDF) and Nuclear Wallet Cards. The recalculated dose rate conversion factors are a few percent higher than those previously published, except for beta and gamma emissions of the isotopes of the U-series decay chains.

Introduction
In luminescence and electron spin resonance dating, an age is obtained by dividing the palaeodose with the dose-rate that an object to be dated has been exposed to. The latter is determined by measurements of concentrations of radioelements or activity using gamma spectrometry, ICP MS, neutron activation analysis, alpha counting, beta counting or flame photospectrometry. The elemental concentrations are then converted in dose rates using conversion factors. These depend on the properties of the nuclear decays involved. The conversion factors have been calculated from time to time, for example by Nambi and Aitken (1986) or Adamiec and Aitken (1998; see also references therein) based on the ENSDF data. However, a new data set is available and an update is timely. The data used here were downloaded on 5th November 2009 on the Chart of Nuclides (http://www.nndc.bnl.gov/chart/index.jsp) and are based on Evaluated Nuclear Structure Data Files (ENSDF) and Nuclear Wallet Cards. This paper presents updated conversion factors following the approach of Adamiec and Aitken (1998).

The data
Tables 1 and 2 show the energy emission values for the 232Th, 238U and 235U and series for alpha, beta and gamma rays as derived from the data of the National Brookhaven Laboratory website. The most appreciable differences between the data in these tables and those of Adamiec and Aitken (1998) are in the 235U series, since updated values for these radioelements have been published since 1998 (e.g. Browne, 2001) for 231Th, 231Pa, 227Ac, 227Th, 223Fr, 223Ra, 210Rn.

The dose-rate values are given for infinite matrices (Aitken, 1985), for secular equilibrium of the radioactive decay chains as well as for total radon escape. Table 2 presents dose rate data for natural uranium, taking account of isotopic abundances (mass fractions: 99.29% for 238U and 0.71% for 235U). It should be noted here that the infinite matrix assumption implies homogeneity in absorption coefficients; taking account of different absorption characteristics between e.g. X-rays and gamma rays would require Monte Carlo modelling and is therefore beyond the scope of this paper.

Data for potassium and rubidium are given in Table 3. It should be noted that there is a significant difference for the potassium because the half-life of 40K was recently reevaluated (Grau Malonda & Grau Carles, 2002; Kossert & Gunther, 2004) and is now 2.3% lower than previously published.

Concluding remarks
Even though uncertainty factors such as moisture content, heterogeneity of sedimentary media etc. have significant effects on the accuracy of dose rate, it is of paramount importance to minimize all sources of systematic errors. The overall effect of our update obviously depends on each case, but may reach a few percent on the final obtained age calculation. We therefore recommend that our newest conversion factors, which are derived from the up-to-date nuclear data, should be henceforth used for luminescence and ESR age calculations.
Table 1: Energy release and dose rates in the $^{232}$Th decay series.

<table>
<thead>
<tr>
<th>Isotope</th>
<th>Half-life (s)</th>
<th>Alpha</th>
<th>Alpha</th>
<th>Beta</th>
<th>Beta</th>
<th>Gamma</th>
<th>Gamma</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Energy Dose rate</td>
<td>Energy Dose rate</td>
<td>Energy Dose rate</td>
<td>Energy Dose rate</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$^{232}$Th</td>
<td>4.43 10$^{17}$</td>
<td>4.003 0.0821</td>
<td>0.0113 0.0002</td>
<td>0.0011 0.0000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$^{228}$Ra</td>
<td>1.81 10$^{8}$</td>
<td>- -</td>
<td>0.0092 0.0002</td>
<td>0.0004 0.0000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$^{228}$Ac</td>
<td>2.21 10$^{4}$</td>
<td>- -</td>
<td>0.4171 0.0086</td>
<td>0.8602 0.0176</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$^{226}$Th</td>
<td>6.03 10$^{7}$</td>
<td>5.406 0.1109</td>
<td>0.0195 0.0004</td>
<td>0.0031 0.0001</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$^{224}$Ra</td>
<td>3.16 10$^{5}$</td>
<td>5.673 0.1164</td>
<td>0.0023 0.0000</td>
<td>0.0104 0.0002</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$^{226}$Rn</td>
<td>5.56 10$^{1}$</td>
<td>6.288 0.1290</td>
<td>- -</td>
<td>0.0006 0.0000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$^{216}$Po</td>
<td>1.45 10$^{-1}$</td>
<td>6.778 0.1390</td>
<td>- -</td>
<td>0.0000 0.0000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$^{212}$Pb</td>
<td>3.83 10$^{4}$</td>
<td>- -</td>
<td>0.1721 0.0035</td>
<td>0.1437 0.0029</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$^{212}$Bi</td>
<td>3.63 10$^{3}$</td>
<td>2.175 0.0446</td>
<td>0.5034 0.0103</td>
<td>0.1039 0.0021</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$^{212}$Po (0.641)</td>
<td>2.99 10$^{4}$</td>
<td>5.631 0.1155</td>
<td>- -</td>
<td>- -</td>
<td>0.1039 0.0021</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$^{208}$Tl (0.359)</td>
<td>1.83 10$^{2}$</td>
<td>- -</td>
<td>0.2140 0.0044</td>
<td>1.2136 0.0249</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>0.7375</td>
<td>0.0277</td>
<td>0.0479</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pre-Rn total</td>
<td>0.3093</td>
<td>0.0094</td>
<td>0.0180</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Adamiec & Aitken (1998)

| Total | 0.7320 | 0.0273 | 0.0476 |       |       |       |
| Pre-Rn total | 0.3050 | 0.0091 | 0.0178 |       |       |       |

Rel. Difference (%)

| Total | 0.75% | 1.34% | 0.70% |       |       |       |
| Pre-Rn total | 1.42% | 3.53% | 0.84% |       |       |       |

Notes for table 1.

1. Energies are given in MeV and represent the energy emitted per disintegration.
2. Branching ratios are shown in parenthesis against the radioelements in the branches; associated values given for energy release are after adjustment for branching. Note that the branching also affects the energy release of the radioelement at which the branching occurs; thus the value given for the alpha release by $^{212}$Bi is 35.9% of the full energy - because $^{208}$Tl is formed by alpha emission from $^{212}$Bi.
3. Beta components include Auger electrons and internal conversion; gamma components include X-rays and annihilation radiation; alpha recoil and neutrinos are not included due to their insignificant contribution to dose-rates (cf. Adamiec and Aitken, 1998).
4. A dash indicates that no radiation of that type is mentioned by the National Nuclear Data Centre.
5. Dose rate values are given in Gy ka$^{-1}$ ppm of parent (i.e. mg of parent per kg of sample), assuming equilibrium in the decay chains. The activity of the parent is 4.057 Bq kg$^{-1}$ of sample.
6. The rows labelled ‘pre-Rn’ give the values for 100% escape of radon.
7. Relative differences are calculated between this paper and values from Adamiec and Aitken (1998).
8. $^{216}$At has been omitted since its contribution to the total energy is insignificant.
Table 2: Energy release and dose rates in the uranium ($^{238}$U and $^{235}$U) decay series.

<table>
<thead>
<tr>
<th>Isotope</th>
<th>Half-life (s)</th>
<th>Alpha Energy</th>
<th>Dose rate</th>
<th>Dose rate, nat. U</th>
<th>Beta Energy</th>
<th>Dose rate</th>
<th>Dose rate, nat. U</th>
<th>Gamma Energy</th>
<th>Dose rate</th>
<th>Dose rate, nat. U</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^{238}$U</td>
<td>1.41 10$^7$</td>
<td>4.193 0.264 0.262</td>
<td>0.007 0.0005 0.0004</td>
<td>0.001 0.0001 0.0001</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$^{238}$Th</td>
<td>2.08 10$^6$</td>
<td>- - -</td>
<td>0.059 0.0037 0.0037</td>
<td>0.008 0.0005 0.0005</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$^{238}$Pa</td>
<td>6.95 10$^4$</td>
<td>- - -</td>
<td>0.810 0.0509 0.0506</td>
<td>0.016 0.0010 0.0010</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$^{234}$Pa (0.0016)</td>
<td>2.41 10$^4$</td>
<td>- - -</td>
<td>0.001 0.0001 0.0001</td>
<td>0.001 0.0001 0.0001</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$^{234}$U</td>
<td>7.75 10$^{12}$</td>
<td>4.759 0.299 0.297</td>
<td>0.012 0.0007 0.0007</td>
<td>0.001 0.0001 0.0001</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$^{234}$Th</td>
<td>2.38 10$^{12}$</td>
<td>4.664 0.293 0.291</td>
<td>0.013 0.0008 0.0008</td>
<td>0.001 0.0001 0.0001</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$^{232}$Ra</td>
<td>5.05 10$^9$</td>
<td>4.775 0.300 0.298</td>
<td>0.004 0.0002 0.0002</td>
<td>0.007 0.0005 0.0005</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$^{228}$Rn</td>
<td>3.30 10$^3$</td>
<td>5.489 0.345 0.343</td>
<td>- - -</td>
<td>0.000 0.0000 0.0000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$^{216}$Po</td>
<td>1.86 10$^3$</td>
<td>6.001 0.377 0.375</td>
<td>- - -</td>
<td>- - -</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$^{214}$Po</td>
<td>1.61 10$^3$</td>
<td>- - -</td>
<td>0.291 0.0183 0.0182</td>
<td>0.239 0.0150 0.0149</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$^{214}$Bi</td>
<td>1.19 10$^3$</td>
<td>0.001 0.000 0.000</td>
<td>0.654 0.0411 0.0408</td>
<td>1.475 0.0928 0.0921</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$^{214}$Po</td>
<td>1.64 10$^4$</td>
<td>7.687 0.483 0.480</td>
<td>- - -</td>
<td>0.000 0.0000 0.0000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$^{214}$Po</td>
<td>7.01 10$^4$</td>
<td>- - -</td>
<td>0.033 0.0021 0.0021</td>
<td>0.005 0.0003 0.0003</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$^{210}$Po</td>
<td>4.33 10$^3$</td>
<td>- - -</td>
<td>0.389 0.0245 0.0243</td>
<td>- - -</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$^{210}$Po</td>
<td>1.20 10$^3$</td>
<td>5.304 0.333 0.331</td>
<td>0.000 0.0000 0.0000</td>
<td>0.000 0.0000 0.0000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

| $^{238}$U total | 2.695 2.676 | 0.1429 0.1419 | 0.1104 0.1096 |
| $^{238}$U Pre-Rn total | 1.156 1.148 | 0.0570 0.0566 | 0.0022 0.0022 |

| $^{234}$U | 2.22 10$^{16}$ | 4.114 1.663 0.012 | 0.029 0.0117 0.0001 | 0.164 0.0665 0.0005 |
| $^{235}$U | 2.20 10$^{6}$ | - - - | 0.146 0.0591 0.0004 | 0.023 0.0094 0.0001 |
| $^{235}$Pa | 1.03 10$^{12}$ | 4.924 1.990 0.014 | 0.032 0.0130 0.0001 | 0.040 0.0160 0.0001 |
| $^{233}$Ac | 6.87 10$^{3}$ | 0.070 0.028 0.000 | 0.012 0.0049 0.0000 | 0.001 0.0002 0.0000 |
| $^{232}$Th (0.986) | 1.61 10$^4$ | 5.808 2.347 0.017 | 0.050 0.0202 0.0001 | 0.154 0.0621 0.0004 |
| $^{232}$Fr (0.014) | 1.32 10$^5$ | 0.005 0.002 0.000 | 0.000 0.0002 0.0000 | 0.001 0.0003 0.0000 |
| $^{228}$Ra | 9.88 10$^9$ | 5.664 2.289 0.016 | 0.068 0.0275 0.0002 | 0.135 0.0546 0.0004 |
| $^{226}$Rn | 3.96 10$^3$ | 6.753 2.729 0.019 | 0.007 0.0027 0.0000 | 0.058 0.0235 0.0002 |
| $^{218}$Po | 1.78 10$^3$ | 7.392 2.987 0.021 | - - - | - - - |
| $^{216}$Po | 2.17 10$^4$ | - - - | 0.450 0.1817 0.0013 | 0.064 0.0258 0.0002 |
| $^{214}$Po | 1.28 10$^5$ | 6.549 2.647 0.019 | 0.013 0.0053 0.0000 | 0.047 0.0191 0.0001 |
| $^{210}$Po | 5.16 10$^4$ | 0.021 0.008 0.000 | - - - | - - - |
| $^{208}$Tl | 2.86 10$^2$ | - - - | 0.495 0.2002 0.0014 | 0.002 0.0009 0.0000 |

| $^{235}$U total | 16.690 0.1185 | 0.5265 0.0737 | 0.2807 0.0020 |
| $^{235}$U Pre-Rn total | 1.267 | 0.0603 | 0.0042 |

Adamec & Aitken (1998)

| Total | 2.795 | 0.1457 | 0.1116 |
| Pre-Rn total | 1.267 | 0.0603 |

| Total | 2.78 | 0.146 |
| Pre-Rn total | 1.26 | 0.06 |

| Total | 0.53% | -0.24% | -1.28% |
| Pre-Rn total | 0.52% | 0.54% | -4.43% |

Notes for table 2.
1. See notes 1-8 of Table 1.
2. The mass abundances used in the natural uranium calculations for $^{238}$U and $^{235}$U (respectively 99.29% and 0.71%) correspond to the natural atomic abundances of 99.28% and 0.72% respectively.
3. The activity of the parent (per ppm of parent) is 12.44 Bq kg$^{-1}$ of sample for $^{238}$U, 79.94 for $^{235}$U and 12.92 for natural uranium.
4. The rows labelled ‘pre-Rn’ give the values for 100% escape of radon in the case of $^{238}$U series, but because of the short half-life of $^{219}$Rn the values given for natural uranium include contributions of that gas and its daughters.
5. $^{218}$At, $^{218}$Rn, $^{218}$Tl, $^{208}$Tl and $^{15}$At have been omitted since their contribution to the total is insignificant.
Table 3: Dose-rate data for Potassium and Rubidium.

<table>
<thead>
<tr>
<th></th>
<th>$^{40}$K</th>
<th>$^{87}$Rb</th>
</tr>
</thead>
<tbody>
<tr>
<td>Natural abundance (mg.g$^{-1}$)</td>
<td>0.119</td>
<td>283</td>
</tr>
<tr>
<td>Half-life (Ga)</td>
<td>1.248</td>
<td>48.1</td>
</tr>
<tr>
<td>Average energy per disintegration (MeV)</td>
<td>Beta 0.499</td>
<td>Gamma 0.0817</td>
</tr>
<tr>
<td>Specific activity (Bq.kg$^{-1}$) for concentration of 1% nat. K and 50 ppm of nat. Rb</td>
<td>Total 316.4</td>
<td>Gamma 44.8</td>
</tr>
<tr>
<td></td>
<td>Beta 282.5</td>
<td>Gamma 44.8</td>
</tr>
<tr>
<td></td>
<td>Gamma 33.73</td>
<td></td>
</tr>
<tr>
<td>Dose-rate (Gy.ka$^{-1}$) for concentrations as above</td>
<td>Beta 0.7982</td>
<td>Gamma 0.0185</td>
</tr>
<tr>
<td></td>
<td>Gamma 0.2491</td>
<td></td>
</tr>
<tr>
<td>Dose-rate, Adamiec &amp; Aitken (1998)</td>
<td>Beta 0.782</td>
<td>Gamma 0.019</td>
</tr>
<tr>
<td></td>
<td>Gamma 0.243</td>
<td></td>
</tr>
<tr>
<td>Relative differences</td>
<td>Beta 2.07%</td>
<td>-2.67%</td>
</tr>
<tr>
<td></td>
<td>Gamma 2.49%</td>
<td></td>
</tr>
</tbody>
</table>

Notes for table 3.
1. The energy given for potassium is that released per disintegration, i.e. after allowance for branching between beta and gamma (89.28% and 10.72% respectively).
2. The contents given in row 1 correspond to natural atomic abundances of 116.7 ppm and 27.8%.
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Abstract
Increasingly observed in single-aliquot regenerative dose (SAR) optically stimulated luminescence (OSL, also termed photon stimulated luminescence or PSL) dating studies of sedimentary quartz are dose response curves that at high doses are not satisfied by a single saturating exponential (SSE) regression model. Commonly these can appear to be satisfied by a SSE+Linear (E+L) regression model, but some authors have proposed that a double saturating exponential (DSE) model would more closely fit the observed dose response curves (DRCs), especially in the region of highest applied doses. As error analysis for SAR equivalent dose ($D_e$) values derived from a DSE model is not yet available through the widely available Risø supplied software (Analyst), we present here a regression and error analysis scheme for DSE SAR data, and also a simple charge traffic model that generates approximate DSE dose responses. To illustrate results from our error analysis, we employ two SAR high dose data sets for fine-grain quartz, and compare graphically the SSE, E+L and DSE fits for each data set. These comparisons show clearly that such data are more closely fitted by a DSE regression than by the other two models. This result, and the charge traffic model, lend validity to the physical reality of DSE regression models, and have implications for quartz SAR dating of older sediments.

Introduction
Recently there has been increasing interest in the use of the high dose part of quartz SAR DRCs to estimate burial ages from unheated sediments (e.g., Lowick and Preusser, 2011; Lowick et al., 2010a, 2010b; Murray et al., 2007, 2008; Pawley et al., 2008, 2010; Timar et al., 2010). Most of these reports are concerned with how to assess the accuracy of equivalent dose ($D_e$) values derived from such DRCs because some of the age estimates are lower than expected based on indirect, independent evidence. Although these studies considered several possible explanations for the observed age estimate discrepancies (e.g. validity of independent ages, accuracy and/or variation of estimates of past water concentration, soundness of SAR self-consistency tests), part of the discussion in these reports of high-dose DRCs concerns the best-fit model, though the examples of age underestimations illustrated by, for example, Lowick and Preusser (2011) do not depend on the fitting model.

Berger (2010) summarized several published reports of high dose TL (thermoluminescence) and SAR DRCs that appeared to be best fitted by an E+L regression model. Additional examples of high dose SAR DRCs that appeared to be best fitted by an E+L model are reported in chapter 5 of Bøtter-Jensen et al. (2003). All of these examples used relatively few dose points and did not extend the DRC to very high (many kGy) doses. Berger (2010) noted that some authors (Wintle and Murray, 2006; Murray et al., 2007, 2008) considered that a DSE model would also fit their DRCs. Recently, Lowick and Preusser (2011), Lowick et al. (2010a), and Pawley et al. (2010) showed that a DSE model would fit some of their DRCs as well as an E+L model up to applied doses of ~1 kGy. These authors used the E+L model to calculate interpolated $D_e$ values from the high dose region of the relevant DRCs because no interpolation and error analysis scheme for calculation of $D_e$ values from a DSE model was not available to them.

We present here a regression and error analysis scheme for DSE DRCs, as well as a simple charge traffic model that simulates DSE DRCs. The equations for our DSE regression and error analysis scheme are extensions of those of Berger (2010) for the E+L model. Using the nomenclature of Berger (2010), the DSE model is

$$f = a(1-e^{bx}) + c(1-e^{dx})$$

where the second SSE could manifest a second set of charge traps having a different saturation level than the type of traps represented in the first SSE. The
essential equations are outlined below. We illustrate the results with two fine-grain-quartz SAR data sets.

**Regression to Obtain Parameters a, b, c and d**

The nomenclature of Berger (2010) is followed here. Using the weighted least-squares principle, we wish to minimize

\[ S = \sum_i w_i (y_i - f_i)^2 \]  

(2)

where \( f \) is defined by Eq 1 and the weights for each \( y_i \) value (L/T, SAR normalized OSL) are \( 1/\sigma^2 \), and \( \sigma^2 \) is the absolute error variance in each L/T ratio. Corrected (Berger, 2011) Eq 12 of Berger (2010)

\[ \Delta A = \left( \sqrt{WU} \right)^{-1} \left( \sqrt{WY} \right) \]

for the iterative calculation of the best-fit parameters, is used to derive best-fit parameters \( \theta \) \( (a, b, c \text{ and } d \text{ herein}) \) by iteration, employing the elements of the matrices \( \sqrt{WU} \) and \( \sqrt{WY} \), where matrix elements \( u_{ik} = \partial f_i/\partial y_k \). The elements of the weighted matrices are as follows:

\[ w_{ua} = (1 - e^{-bx}) \sqrt{w_i}, \]
\[ w_{ub} = ax e^{-bx} \sqrt{w_i}, \]
\[ w_{uc} = (1 - e^{-dx}) \sqrt{w_i}, \]
\[ w_{ud} = cx e^{-dx} \sqrt{w_i}, \]
\[ wy^* = [y_i - a(1 - e^{-bx}) - c(1 - e^{-dx})] \sqrt{w_i}. \]

**Solution for \( D_e \) and Error in \( D_e \)**

We solve for \( D_e \) by using the Newton-Raphson iterative procedure (e.g. McCalla, 1967) applied to the equation

\[ f' = y_0 - a(1-e^{bx}) - c(1-e^{dx}) \]

(3)

because \( f' = 0 \) when \( x = D_e \), where \( y_0 = L_0/T_0 \), the L/T ratio for the 'natural' measurement.

As in Berger (2010), we calculate two components of the variance in \( D_e \). The first arises from the variance in \( y_0 \) and is obtained by using the repeated steps of Berger (2010) and his equation 16

\[ \sigma^2_{D_e}(y_0) = \left[ (D'_e - D'_e)/2 \right]^2 \]

The second error component in \( D_e \) arises from the scatter of data about the best-fit curve and from the errors in the parameters \( a, b, c, \text{ and } d \), as well as from the covariances of these errors. We calculate this second component by use of an extension to equation 4 of Berger (1990). This equation is

\[ \Delta^2 = \frac{\nu^2 \text{SIG}\nu}{\partial f/\partial D_e}^2, \]

where \( \text{SIG} \) is the symmetric error matrix (the variance-covariance matrix) and equals \( \text{VAR}(I)^{-1} \). \( I \) is the information matrix of Berger et al. (1987), and \( \text{VAR} \) is a scalar.

\[ \text{VAR} = \frac{\Sigma_i w_i (y_i - f_i)^2}{N-5} \]

where \( N \) is the number of L/T data points including the origin.

Thus, in the equation for \( \Delta^2 \), \( \frac{\partial f}{\partial D_e} = (abe^{-bd} + cde^{-bd}) \), with \( f \) given by Eq 1 above. The elements of the above transpose matrix \( V' = (\partial f/\partial a, \partial f/\partial b, \partial f/\partial c, \partial f/\partial d) \) are then as follows:

\[ \frac{\partial f}{\partial a} = (1 - e^{-bx}), \]
\[ \frac{\partial f}{\partial b} = ax e^{-bx}, \]
\[ \frac{\partial f}{\partial c} = (1 - e^{-dx}), \]
\[ \frac{\partial f}{\partial d} = cxe^{-dx}, \]

and are evaluated with \( x = D_e \).

To complete our calculation of the second component of the error in \( D_e \) (that arising from the scatter of data about the best-fit DRC and errors in fitting parameters), we need the elements of the above symmetric matrix \( I \). These elements are derived from Eq 3 of Berger (2010)

\[ I_{kl} = \sum_i \frac{1}{w_i} \frac{\partial f_i}{\partial a} \frac{\partial f_i}{\partial a} \]

and are as follows (with \( 1/f_i^2 \) replaced by \( w_i \) as in Berger, 2010):

\[ I_{aa} = \sum_i w_i (1 - e^{-bx})^2, \]
\[ I_{ab} = \sum_i w_i (1 - e^{-bx})(ax e^{-bx}) \]
\[ I_{ac} = \sum_i w_i (1 - e^{-bx})(1 - e^{-dx}) \]
\[ I_{ad} = \sum_i w_i (1 - e^{-bx})(cx e^{-dx}) \]
\[ I_{bb} = \sum_i w_i (ax e^{-bx})^2 \]
\[ I_{bc} = \sum_i w_i (ax e^{-bx})(1 - e^{-dx}) \]
\[ I_{bd} = \sum_i w_i (ax e^{-bx})(cx e^{-dx}) \]
\[ I_{cc} = \sum_i w_i (1 - e^{-dx})^2 \]
\[ I_{cd} = \sum_i w_i (1 - e^{-dx})(cx e^{-dx}) \]
\[ I_{dd} = \sum_i w_i (cx e^{-dx})^2 \]
Figure 1: Comparison of DSE and E+L best-fit DRCs for sample ATP-37. Error bars for L/T data here and in Fig. 2 are ±1σ. Here and for sample ATP-18, a preheat of 240°C(10s) was employed. The dose rate for the beta source used is 0.12 Gy/s.

\[ I_{bd} = I_{db} = \sum_i w_i (ax_i e^{-bx_i})(cx_i e^{-dx_i}) , \]
\[ I_{bc} = \sum_i w_i (1 - e^{-dx_i})^2 , \]
\[ I_{cd} = I_{dc} = \sum_i w_i (1 - e^{-dx_i})(cx_i e^{-dx_i}) , \]
\[ I_{dd} = \sum_i w_i (cx_i e^{-dx_i})^2 . \]

The two calculated components of the variance in \( D_e \) are then summed as in Eq 15 of Berger (2010) to yield the total variance in \( D_e \).

\[ \sigma_{D_e}^2 = \sigma_{D_e}^2(y_0) + \sigma_{D_e}^2(0) \]

Comparison of Results from Data Sets

The DRC for the data set ATP-37 of Berger (2010) showed an apparently near linear component superimposed upon an SSE. The top of Berger’s (2010) Fig. 2 compared the best-fit SSE with the best-fit E+L regressions. In Fig. 1 here we use the same data set to compare the E+L and DSE fits to this high-dose data set. While the differences in the DRCs might appear slight to the eye, they are significant. The 'Fit' value (weighted sums of squares of residuals) for the E+L regression is 1.42, and that for the DSE (0.80) is significantly smaller. Such a Fit value provides a more discriminating estimate of the fit of a regression model than does the less sensitive \( R^2 \) value often cited by authors. In this example, the estimated \( D_e \) from the DSE regression is smaller (2800 ±190 s) than that from the E+L regression (3060±260 s) as expected, though not statistically different at 1σ.

Comparison of Results from Data Sets

The DRC for the data set ATP-37 of Berger (2010) showed an apparently near linear component superimposed upon an SSE. The top of Berger’s (2010) Fig. 2 compared the best-fit SSE with the best-fit E+L regressions. In Fig. 1 here we use the same data set to compare the E+L and DSE fits to this high-dose data set. While the differences in the DRCs might appear slight to the eye, they are significant. The 'Fit' value (weighted sums of squares of residuals) for the E+L regression is 1.42, and that for the DSE (0.80) is significantly smaller. Such a Fit value provides a more discriminating estimate of the fit of a regression model than does the less sensitive \( R^2 \) value often cited by authors. In this example, the estimated \( D_e \) from the DSE regression is smaller (2800 ±190 s) than that from the E+L regression (3060±260 s) as expected, though not statistically different at 1σ.

Figure 2: Comparison of SSE, E+L and DSE best fit DRCs for sample ATP-18. The dose rate of the beta source used is 0.12 Gy/s.

Table 1: SAR data for sample ATP-18

<table>
<thead>
<tr>
<th>Dose (s)</th>
<th>L/T</th>
</tr>
</thead>
<tbody>
<tr>
<td>Natural</td>
<td>3.184 ± 0.068</td>
</tr>
<tr>
<td>300</td>
<td>0.757 ± 0.016</td>
</tr>
<tr>
<td>650</td>
<td>1.290 ± 0.028</td>
</tr>
<tr>
<td>1000</td>
<td>1.679 ± 0.036</td>
</tr>
<tr>
<td>1400</td>
<td>1.994 ± 0.043</td>
</tr>
<tr>
<td>2200</td>
<td>2.425 ± 0.052</td>
</tr>
<tr>
<td>3000</td>
<td>2.747 ± 0.059</td>
</tr>
<tr>
<td>3800</td>
<td>2.925 ± 0.063</td>
</tr>
<tr>
<td>4800</td>
<td>3.103 ± 0.067</td>
</tr>
<tr>
<td>5800</td>
<td>3.201 ± 0.069</td>
</tr>
<tr>
<td>7000</td>
<td>3.338 ± 0.074</td>
</tr>
<tr>
<td>8500</td>
<td>3.437 ± 0.074</td>
</tr>
<tr>
<td>10000</td>
<td>3.465 ± 0.074</td>
</tr>
<tr>
<td>recup'n</td>
<td>0.005 ± 0.002</td>
</tr>
<tr>
<td>Recycle</td>
<td>0.84 ± 0.03</td>
</tr>
</tbody>
</table>

Note: These L/T ratios are from the screen display of Analyst v3.24, which truncates errors to the third decimal place.

Our second high dose data set (sample ATP-18, Table 1) is also from a 4-11 µm fraction of purified quartz (extracted using H₃SiF₆ acid), apparently having (as does sample ATP-37) only a fast component of quartz OSL. In Fig. 2 we compare the best fit regression curves of SSE, E+L and DSE for the ATP-18 data. Clearly, the SSE model is inappropriate. The SSE Fit value is 3.08. The E+L model evidently provides a better fit, having a Fit value of 1.69, and yielding a \( D_e \) value of 6280±700 s.
However, the DSE model provides the closest fit (Fit $= 0.40$), and the $D\alpha$ value is smaller ($5270\pm550$ s) as expected, with a smaller error. It is clear that a DSE model is more appropriate for these data than is an E+L model, though the error analysis reveals that the difference in estimates of $D\alpha$ values is not statistically significant at 1σ for these data.

A Charge-traffic Model for a DSE Dose Response

One of the conceptual problems with the use of the E+L regression model is that, although it can represent a realistic physical process under application of high laboratory doses (trap creation superimposed upon filling of existing charge traps, Berger (2010) and citations therein), it is difficult to understand how this model can represent what occurs naturally over geological time scales under much lower dose rates. Notwithstanding, Lowick and Preuss (2011, pg.40) found no empirical evidence in their experiments "to suggest that the presence of a high dose linear response in quartz OSL is only a laboratory generated phenomenon and does not occur in the natural environment". In general, however, several authors (cited in the introduction above) have assumed that a DSE model is more physically realistic, but that in most cases an E+L model provides sufficiently accurate estimates of $D\alpha$ values from the high dose region of the DRC (and our example data do not show otherwise, at the 1σ level of significance). A particular difficulty has been in conceptualizing a specific charge traffic process or set of competing processes that could account for a DSE dose response.

One envisioned process (e.g. Wintle and Murray, 2006) is that the second SSE term in Eq 1 above manifests the filling of a set of traps different from those manifested by the first SSE term. But what is meant by 'different', and what other charge transport processes might account for such DRCs? Ankjærgaard et al. (2006) provided experimental evidence for discrimination among possible charge traffic schemes of OSL (and TL). They employed optically stimulated electron emission (OSE) and OSL in a comparative study of some natural dosimeters (NaCl, quartz and feldspar). Whereas OSL (and TL) manifest the end results of both charge eviction and charge recombination, OSE reflects only charge eviction. They observed that OSE from quartz and feldspar decays more quickly than OSL, and suggested that this difference manifests the recombination step, possibly involving a delay in the recombination process of OSL (and TL). They also observed differences in the OSE and OSL DRCs, which they attribute to "a dose dependent change in luminescence recombination efficiency", associated

with OSL. However, Ankjærgaard et al. (2009) observed no significant differences in DRC shapes resulting from similar OSE and OSL experiments on additional quartz samples, inferring that luminescence recombination is not generally the main limit to the dose range of DRCs. Furthermore, Lowick et al. (2010a, p. 983) inferred from their experiments with quartz OSL that the high dose behaviour in the DRC could be accounted for by "a change in competition for electrons between the UV recombination centres whose emission is seen through the detection window and recombination centres that do not emit in this spectral region...".

In the context of the above, we present a simple charge traffic model that produces statistically good DSE DRCs, but that involves only one electron trapping state ($N$) and one type of recombination centre ($M$), and (significantly) a 'long' relaxation time. The model is sketched in Fig. 3. Parameters $N$ (cm$^{-3}$) and $M$ (cm$^{-3}$) denote the concentrations of the traps and centres, respectively, and $n$ (cm$^{-3}$) and $m$ (cm$^{-3}$) their corresponding instantaneous occupancies. The parameters $n_c$ (cm$^{-3}$) and $n_v$ (cm$^{-3}$) are the instantaneous concentrations of free electrons and holes, respectively. Parameter $B$ (cm$^3$s$^{-1}$) is the probability coefficient for capturing free holes in the recombination centre. Parameter $A_m$ (cm$^3$s$^{-1}$) is the recombination probability coefficient for electrons to recombine with holes in the centres, and $A_n$ (cm$^3$s$^{-1}$) the probability coefficient for retrapping. Parameter $X$ (cm$^3$s$^{-1}$) is the rate of production of electron-hole pairs by the irradiation, which is proportional to the excitation dose rate. If an excitation of constant intensity takes place for a period of time $t_D$ (s), the total number of pairs produced is $X t_D$ (cm$^3$), which is proportional to the total applied dose $D$.

The set of rate equations governing the process is:

$$\frac{dn}{dt} = A_m(N - n) n_c$$

(4)
In order to demonstrate the behaviour of the dependence of excitation on the dose, we have chosen the following set of parameters: \( N = 10^{15} \text{ cm}^{-3} \); \( M = 10^{16} \text{ cm}^{-3} \); \( n_0 = m_0 = 0 \); \( B = 10^7 \text{ cm}^{-3} \text{s}^{-1} \); \( A_n = 2 \times 10^9 \text{ cm}^3 \text{s}^{-1} \); \( A_m = 10^7 \text{ cm}^3 \text{s}^{-1} \); and \( X = 3 \times 10^{15} \text{ cm}^{-3} \text{s}^{-1} \). The simulated irradiations had varying lengths between 3 and 75 s, which produced the different 'applied' doses.

In order to simulate the excitation process properly, each excitation was followed by a long relaxation time during which the remaining holes in the valence band were captured in the recombination centre. The remaining electrons in the conduction band were either retrapped or recombined with holes in the centre during the relaxation time. The final concentrations of electrons following excitation and relaxation were recorded. Note that in this simple model of one trap and one recombination centre, the concentrations of electrons in the trap and holes in the centre must be equal at the end of the relaxation time.

The recorded values of the final trap occupancy are assumed to represent the luminescence signal. In the case of TL, this represents the area under the glow peak measured following the excitation and relaxation. For OSL it represents the integral under the decay curve, again, following excitation and relaxation.

The results of the simulation with the above mentioned set of parameters are shown in Fig. 4. The analysis shows that the DSE regression model yields significantly better agreement with the simulated results than does the single saturating exponential (SSE) model. The exponential constants \( b \) and \( d \) in the regression model (Eq 1) seem to be associated with the processes of electron capture in traps (probability coefficient \( A_n \)) and of holes in centres (probability coefficient \( B \)) during the excitation and relaxation.

**Conclusions**

A scheme for regression and estimation of total variance in paleodose (\( D_e \)) values derived from SAR OSL experiments is presented for a double saturating exponential (DSE) dose response curve (DRC). With real SAR data from two samples of fine-silt quartz given relatively high laboratory doses, the DSE regression model provides a better fit to the DRCs than does the saturating exponential plus linear (E+L) regression model. Additionally, the estimated errors in the respective \( D_e \) values are smaller (as expected because of the better regression fits) than otherwise. The implication of the DSE behaviour of real sample data for OSL dating by SAR is that there is an upper limit to the OSL of the DRCs and this provides one constraint on the maximum age for such dating that would not be encountered if an E+L model represented actual dose response in nature. The upper age limit is likely constrained by the behaviour represented by the second SSE, which may be related to hole-capture behaviour.

Our simple charge traffic model simulates closely a DSE dose response. This simple model has only a single electron trapping state and a single type of recombination centre, and incorporates a 'long' relaxation time as per the experimental procedure. While this simple charge traffic model appears to provide a sufficient match to the observed best-fit DSE regression, other more complicated charge traffic models might also produce similar results. Nonetheless, the two exponents in our simple model may be associated with the two processes of filling of traps and centres, but the full process is likely to be more complicated.
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Abstract
The coring of buried Quaternary deposits using a Dormer Drillmite™ auger permits the extraction of samples for luminescence dating from depths of up to 20 m. The unit is powered hydraulically and features portability as one of its main advantages. While a range of other power drilling methods have been used successfully for sample collection in a number of luminescence dating studies, there is a dearth of literature that describes such drilling methods in detail. The absence of such information belies the importance of sampling methods in luminescence dating. This contribution aims to play a role in addressing that deficit. The basic operational features of the Drillmite™ are outlined and we share some experiences we have had coring with the unit. Adaptations that can be made to the equipment to suit different circumstances are explored. The advantages and drawbacks of core drilling at depth for luminescence dating are also briefly examined.

Introduction
A primary requirement for sediments intended for luminescence dating is that the mineral grains to be analyzed should not be exposed to light from the time they are initially buried up till the point they are exposed to the stimulating source during measurement. This restriction necessitates the adoption of special precautions during sample collection and a number of procedures have been devised over the years. Such measures include sampling at night (e.g. Aitken, 1998; Lian and Roberts, 2006, Ó Cofaigh et al., in press). A sampling approach that has become a method of choice because of its ease and relative guarantee for retrieval of an unadulterated sample is to insert an opaque pipe made of metal or plastic into a freshly prepared profile face (Aitken, 1998). Once retrieved, the pipe is immediately capped on both ends with an opaque and preferably moisture-tight seal. At the laboratory, sediment at the ends of the pipe is removed and the sample for OSL measurements is taken from the central portion of the pipe.

A feature that characterizes all these methods, however, is that the profile face being sampled has to be directly accessible. There are numerous advantages to working from exposed sedimentary profiles; the lithostratigraphy can be readily recorded, lateral continuity of the units being sampled can be checked, and samples can be taken precisely from locations that either avoid specific problems (e.g. evidence of bioturbation) or target certain features (e.g. sand lenses). There are occasions, however, when direct access to the entire sedimentary profile under investigation may not be possible and studies of aeolian dunes for paleoenvironmental reconstruction provide good examples of such cases. In central and northern Alberta, Canada, for instance, several luminescence dating investigations have been completed on aeolian dunes that mantle the postglacial landscape (e.g. Wolfe et al., 2002, 2004, 2007; Munyikwa et al., 2011). The dunes in the region attain heights of up to 20 m (Halsey et al., 1990) but, in the majority of cases, sample extraction has been confined to the upper 2-3 m. Consequently, reconstructions performed using the results can only
be viewed as partial records of the chronology contained in the aeolian deposits.

Because natural full-depth sediment exposures in unconsolidated sandy sediments are often scarce, researchers have frequently sought alternative approaches. In many regions, road cuttings in Quaternary sediments have become prime locations for sampling (e.g. Bateman et al., 2004; Spencer and Owen, 2004; Porat and Botha, 2008; McIntosh et al., 2009). Alternatively, investigators have excavated pits to gain access to buried depositional units (e.g. Stokes et al., 1997; Wolfe et al., 2004; Munyikwa et al., 2011), but with obvious practical limitations to the depth that can be attained in sand. Occasionally, backhoe diggers have also been used (e.g. Lomax et al., 2003) to cut open profiles but this approach can be costly and is potentially damaging if practised in environmentally sensitive areas.

The most obvious solution to these problems would be to sample remotely down augered boreholes and recover intact sediment, suitable for luminescence dating. A study of the literature will show that a range of devices have been employed to drill holes to extract samples for dating. Very few of the operational procedures used, however, have been described in detail, making it difficult for new investigators who face similar situations to benefit from the experiences of others. This contribution focuses on the use of one such sampling device: the Dormer Drillmte™ auger. We describe field experiences we have had over a number of sampling seasons using the system in order to provide practical advice for other workers who might be interested in using the unit or a comparable method. We also assess the merits and drawbacks of the system compared to other methods of sample collection.

Extracting samples for luminescence dating by drilling
The extraction of coarse grained samples for luminescence dating by drilling is not a new concept. Early attempts include studies by Nanson et al. (1992, 1998) who used a hand auger to collect aeolian dune and playa sediments from depths of up to 8 m. In these studies, samples were recovered by quickly placing the auger bit with the sample into an opaque plastic bag where the sample was removed and packed (Nanson et al., 1992, 1998). A potential problem associated with this approach is the possibility of exposing the sample to light during transfer from the hole to the opaque container. Subsequently, other users (e.g. Rodnight et al., 2005; Tooth et al., 2007) overcame this problem by fixing a sampling tube to the auger once the required sampling depth had been reached. Wallinga and van der Staay (1999) described a hand operated device (the Van der Staay suction-corer) for extracting samples from waterlogged sands which also addressed the risk of exposure to light. With the Van der Staay corer, samples are extracted from depths of up to 7 m in a removable coring tube which is sealed afterwards and transported to the lab for analysis.

Vibracorers, which penetrate sediment through a vibratory motion as opposed to rotary or percussion action employed in conventional drilling, have also been used to collect samples for luminescence dating in some studies (e.g. Rittenour et al., 2003). Normally, vibracoring retrieves samples as continuous cores in hollow tubing and this shields the sediment from sunlight upon extraction from the hole.

A mechanized bailer-drilling unit originally described by Oe le et al. (1983) has been used in a number of luminescence dating studies to extract sediment cores from depths in excess of 35 m (e.g. Törnqvist et al., 2000; Wallinga et al., 2004; Busschers et al., 2008). Cores obtained using the mechanical bailer are retrieved in 1 m long PVC pipe sections which ensures that the sediments are not exposed to sunlight above ground. Working at greater depths, Preusser et al. (2002) utilized a large drilling rig to drill a triple-lined hole and attained a depth of 140 m in very large linear dunes of the Wahiba Sands of Oman. Sample recovery from the cores in that study, however, was limited to 50 - 80%.

In a study that sought to adapt the drilling method to the depth of drilling in order to maximize sample recovery in aeolian sequences, Bristow et al. (2005; 2007) employed a combination of drilling rigs to extract luminescence dating samples from various positions within the interior of an aeolian dune. In the upper 10 m, a percussion auger mounted on a truck was used. For dune depths beyond 10 m, however, a Dormer sand auger equipped with an auger flight housed in a counter rotating core barrel was found to be more appropriate (Bristow et al., 2007). Other vehicle mounted rigs that have been used to extract samples for luminescence dating include the Geobrobe® Systems coring outfit (e.g. Zlotnik et al., 2007). Geobrobe® rigs generally operate on a direct push mechanism which is a variant of the percussive drilling mode. As with other methods described above, the Geobrobe® samples are extracted from the ground in opaque tubing in which they may be transported to the lab.

A number of recent studies (e.g. Chase and Thomas, 2006, 2007; Telfer and Thomas, 2006, 2007; Telfer et al., 2009; Stone and Thomas, 2008; Burrough et al.,...
2007; Burrough and Thomas, 2008), have provided very brief accounts of the usage of a lightweight, portable, hydraulic auger: the Dormer Engineering Drillmite™. This system combines three important characteristics of a convenient sampling technique which can be inferred from the different methods described above, viz.: portability, operational ease, and the ability to extract samples from depths beyond a few metres. Its use as well as that of the other drilling methods cited above demonstrates that any method that extracts samples intended for luminescence dating by coring at depth has to address three attendant problems:

- the method has to avoid exposure of the samples to sunlight during transfer from the drilled hole to the container;
- it has to be possible to determine the stratigraphic context and precise depth at which the sample is being collected;
- there has to be some means available of ascertaining the integrity (for dating purposes) of the sediment at the base of the hole prior to sampling.

All three topics are discussed below with reference to the Drillmite™.

Sample extraction by augering with the Dormer Drillmite™ auger
Manufactured by Dormer Engineering (www.dormersoilsamplers.com) of New South Wales, Australia, the Dormer Drillmite™ is a portable 6 HP diesel or gasoline driven hydraulic unit for powering augers (Fig. 1 and Fig. 2). The unit weighs around 60 kg and, hence, operating it far from a vehicle would generally be ill-advised. The system is manoeuvrable by two people but if only one operator is available to auger, it should be noted that the sand drill bit provided with the kit can be operated manually without hydraulic power very successfully, and depths of at least 8 m have been attained by a single operative (Telfer, in press).

The Drillmite™ outfit comes with components specifically designed for luminescence dating. However, as discussed below, some adaptations may need to be made to suit specific circumstances. Drill bits can be selected for soil, sand or clay substrate (Fig. 3b and c). The targeted depth is reached by augering and removing successive sediment cores of about 30 cm at a time. As the working depth increases, the drill stem is extended by attaching additional aluminum or steel extension rods (Fig. 3f and Fig. 4a).

![Figure 1. The Dormer Drillmite™ hydraulic power unit and drive head.](image1)

![Figure 2. Though the Drillmite™ can be operated by a single person, it is often convenient for two persons to work in partnership.](image2)

Generally, as long as the working depth is above the water table, holes drilled in moist dune sands maintain their walls well. Telfer et al. (2009) utilised a Drillmite™ to auger into the clayey silt and sand pan floor sediments at Witpan, southwestern Kalahari, which included the extraction of at least 1 m of sediment below the water table; it seems unlikely such a strategy would work so well in unconsolidated dune sands. Conversely, in very dry, fine sands, a hole collapse is possible, and if this occurs at depth, there is the risk that an auger or sampling head may be lost. If extraction of sands with the auger head proves difficult (i.e. the drill bit fails to retain the sediment load), Stone and Thomas (2008) successfully mitigated the problem by pouring water down the hole to moisten the sands to improve cohesion. Although this strategy inevitably results in some movement of sediment down the hole, if allowed sufficient time (usually overnight) to percolate into the dune, successful extraction of both
Figure 3. Depending on the scope of the intended work, a range of accessories for the Drillmimite™ can be acquired from Dormer, including: (a) a large diameter drill bit; (b) a drill bit for clayey formations; (c) a drill bit for sandy formations; (d) slide hammer for driving sampling modules into the ground; (e) hole shaver for cleaning the bottom of the hole; (f) extension rods for increasing the working depth, and (g) adaptors for attaching sampling modules (see Figure 5) at the end of the drill stem.

the detrital material and intact sands was eventually possible. In even moderately dry dune sands, digging a working platform into the damper sub-surface sands (at ~1 m depth in the southwestern Kalahari) from which to auger helped reduce the effects of hole collapse. Experience in both the Kalahari and Canada has also shown that it may be advantageous at times to case the upper 20-30 cm of the hole using a large diameter acrylonitrile butadiene styrene (ABS) plastic pipe (Fig. 4). This provides a firm working lip and prevents fallback from disturbed sediment during the repeated insertion and retrieval of the drill stem from the hole.

Extracting a core sample without exposure to light
Once the desired sampling depth is reached, samples for luminescence dating are collected using stainless steel push tubes supplied by Dormer (Fig. 5a). The tubes were designed following suggestions from John Magee (formerly Australian National University), Gifford Miller (University of Colorado) and Gerald Nanson (Wollongong University). A drive adaptor (Fig. 3g and Fig. 5) couples the push tube to the bottom extension rod (Fig. 4b) and a slide hammer (Fig. 3d) is used to drive the sampling tube into the ground as illustrated in Fig. 4b.

The reusable sampling push tubes, as provided by the manufacturer, are convenient, but they may have a number of significant disadvantages for some users. They are heavy once filled with sediment, and even allowing for the discarding of light-contaminated ends, the amount of material collected is excessive in sand-rich sediments. Given the increasing focus on intensive sampling strategies (e.g. Telfer and Thomas, 2007; Telfer, in press), this imposes serious logistic limitations, particularly if international transport is required. For investigators who do not have their own dating lab, the use of reusable sampling tubes would necessitate the transfer of the samples to other packaging prior to dispatch to the dating lab. To avoid such laborious routines,
Figure 5. Sample extraction modules are attached at the end of the lowermost extension rod using a drive adaptor as illustrated above. (a) Dormer supplies reusable stainless steel pipes for use in sample collection. (b) Because it is sometimes necessary to send collected samples to other labs for analysis, it may be more practical to collect samples using single-use ABS plastic pipes. (c) To permit on-site pre-inspection of a subsurface unit, a see-through acrylic pipe can be attached at the end of the drill stem and a sample extracted as in (b).

Munyikwa and Knight (2010) have fashioned a disposable push tube using a 6 cm diameter by 30 cm long ABS plastic pipe (Fig. 5b). With a wall about 4 mm thick, the pipe is rigid enough to withstand the force imparted by the slide hammer. To enhance penetration into the substrate being sampled, the ABS pipe can be sharpened. Shorter pipes can be used to reduce weight if desired. To attach the ABS push tube to the drive adapter which attaches to the drill stem, an additional collar may need to be designed (Fig. 5b). The push tube is fixed to the collar using a detachable through bolt. When the sample is retrieved from the hole, the push tube is detached by removing the through bolt after which the tube is sealed on both ends. Field experiences show that both the steel and ABS sampling tubes are generally efficient and, unless waterlogged or extremely dry, the sediment stays firmly in the tube during extraction from the hole.

Alternatively, in the quartz sand dominated dunes of the southwestern Kalahari, Telfer and colleagues (Telfer and Thomas, 2006, 2007; Telfer et al., 2009; Telfer, in press) have subsampled from the steel sample head with a 5 cm diameter by 12.5 cm length black plastic pipe in the field in a large opaque plastic bag. After discarding the outermost sediment in the steel sampling head, the plastic tube can be pushed into the sampling head by hand, and is then carefully extracted when full. This subsample is then capped, and treated exactly as a sample taken from an exposure would be; that is, the ends are still considered light-contaminated and discarded.

Determining the stratigraphic context of a sample

The most significant drawback for sampling by deep coring is that the investigator is not able to see, in-situ, the depositional unit being sampled, nor its immediate stratigraphic context. This is significant not only in terms of ensuring that the correct unit is being sampled, but also because, ideally, samples for luminescence dating should be collected from a substrate that is homogenous within a radius of at least 30 cm (Aitken, 1998). This is particularly important if in-situ dosimetry is not available.

At the most basic level, stratigraphic positioning is achieved by careful monitoring of the depth that the sample is taken from. This is easily attained by counting extension rods, and it may prove useful to mark the individual rods with tape at suitable intervals (e.g. 20 cm) to aid measurement. The Drillmite™ kit comes with a shaver which can be used to retrieve loose sediment from the base of the hole (Fig. 3e). Shaving the hole base enables the determination of the precise depth at which samples are extracted.

Telfer and Thomas (2007) attempted to minimize any potential complications to dosimetry imposed by the blind nature of sampling down a borehole by measuring dose rate in-situ with a gamma spectrometer lowered down the borehole. This has been done by constructing a steel casing for a 2” NaI gamma scintillometer (necessitating a separate calibration of the instrument to reflect the changing geometries of measurement), which allows the probe to be lowered to the base of the hole.

Ascertaining the integrity of the sample

It is critical that the auger or sampling head is inserted into the borehole cleanly; this becomes increasingly challenging with depth as it becomes necessary for practitioners to lower the auger in several separate stages. Any contact with the sidewalls during the lowering of the auger or sampling unit will result in sediment dropping to the base of the hole. Evidence that this does indeed occur comes from the slow widening of the hole evident at the surface, as well as a slower rate of penetration at depth (as the removal of material knocked down the hole reduces the overall rate of augering). Such down-hole contamination threatens the integrity of the luminescence sample.

To determine the degree of disruption of the sample, Munyikwa and Knight (2010) have devised a
transparent detachable push tube that can be attached at the end of the drill stem in place of the sampling push tube (Fig. 5c). A sample is extracted by driving the transparent tube into the subsurface unit using the slide hammer and pulling it out. While this method may preserve stratification in some compact sediments, it has been noted that the penetration of the pipe into the formation sometimes disrupts fine bedding. Increasing the internal diameter of the sampling tube appears to help preserve the stratification better. Dormer also supplies a similar sampling module which comprises a steel tube with a removable internal transparent plastic sleeve for extracting samples for pre-inspection. Alternatively, a split tube sampler can be used to achieve the same objective.

Single-grain studies on samples removed from auger holes suggests that down-hole incorporation of young grains is minimal if augering is conducted carefully (Telfer, in press), and if hole collapse does occur, careful examination of dose distributions may be useful in identifying the problem (Telfer and Thomas, 2007). It is advisable, however, to avoid windy days for augering, as it becomes increasingly difficult to ensure that the auger and extensions rods are held vertically before lowering into the hole.

Advantages and drawbacks: case examples of the Drillmite™ in use

Canada

Munyikwa and Knight (2010) have used the Drillmite™ extensively in central and northern Alberta, Canada to extract samples for luminescence dating in aeolian dunes from depths up to 20 m. It is well accepted that the region was glaciated by the Laurentide Ice Sheet during the Last Glacial Maximum (Dyke et al., 2002, 2003). However, the scarcity of radiocarbon bearing material has rendered the timing of the retreat of the ice sheet from the region difficult to constrain. Wolfe et al. (2007) and Munyikwa et al. (2011) have proposed the use of luminescence chronology from postglacial aeolian dunes in the region as an alternative time constraint for the retreat of the ice sheet. The rationale of this approach is that eolian deposition denotes an ice-free landscape and that dune emplacement commenced in the immediate aftermath of the recession of the ice sheet, prior to colonisation by vegetation. Accordingly, sampling using the Dormer Drillmite™ has been targeted at the bottoms of the dunes.

Results show that sampling with the Drillmite™ can be performed rapidly, with hole completion rates of 10-15 m in a day being easily attained. The manufacturer specifies that the Drillmite™ can drill to depths of up to 60 m, but work in Alberta shows that a limiting factor is the mechanism employed to hoist the drill stem in and out of the drill hole. With manual hoisting, one can work down to a depth of 15-20 m. Beyond this depth the weight of the drill stem becomes prohibitive and a powered hoisting system becomes necessary. Also worth knowing is that occasionally, especially when working in clayey substrates, the sampling module can become stuck. As advised by the manufacturer, an effective remedy in such cases is to use a car jack to provide vertical leverage to the segment of the drill stem projecting at the surface.

Southwestern Kalahari

Prior to the application of the Drillmite™ during field campaigns in 2002 and 2004, sampling of the huge semi-active southwestern Kalahari linear dunefield in southern Africa had only been possible via surface pits and occasional road-cuts (e.g. Stokes et al., 1997), or even scarcer deep exposures resulting from mine workings (Bateman et al., 2003). Such studies confirmed the homogenous nature of most Kalahari dunes, with stratigraphy often absent or very poorly preserved. The crucial drawback of sampling at depth, namely that intact internal stratigraphy cannot be observed, is thus perhaps less critical in this area than it might be in some other regions. However, the Drillmite™ offered the opportunity for full-depth profiling of dunes selected by criteria other than convenience, and as a result intensive, localized sampling was carried out to re-assess the implications of the more opportunistic sampling that had gone before. Over 100 samples were collected from a small region, and these revealed previously unconfirmed spatial variation in preservation of dune sediments (Telfer and Thomas, 2006, 2007). For the first time, full-depth profiling of the dunes allowed studies that would simply not have been possible without the use of a rapid augering system capable of working in unconsolidated sandy substrates. The studies enabled a rigorous assessment of the preservation potential of linear dunes of the Kalahari over timescales longer than the most recent major period of dune mobilization (at around 15 – 9 ka). More recently, systematic augered OSL sampling of dunes has also been used to test geomorphic models of dune formation, sometimes in combination with Ground-Penetrating Radar (GPR) (e.g. Hollands et al., 2006; Telfer, in press).

The rapidity with which sampling can be carried out has some implications for the use of technologies such as the Drillmite™; the rate of augering possible during fieldwork, and hence the numbers of samples collected, probably far outstrips the capabilities of many laboratories for subsequent analysis. An efficient team of two field operatives might
comfortably collect more than 100 samples in a week’s fieldwork; a work schedule which might subsequently keep many laboratories busy for up to a year. Although laboratory procedures such as standardized growth curves (Roberts and Duller, 2004) have been explored for handling such large volumes of samples (e.g. Telfer et al., 2008), those planning large scale augering surveys are likely to have to consider issues of quantity and quality more carefully than ever.

Summary
A cursory literature review will show that, on many occasions, luminescence dating investigators have been confronted with situations when remote sampling of geological units that are not directly accessible has been imperative. In such instances, drilling to reach the targeted units has offered an attractive solution and a range of drilling devices have been employed. The Dormer Drillmite™ presents a viable alternative for such sampling work because of its field portability as well as its ability to sample deeper than many other outfits of comparable size. The system comes with equipment specifically designed for extracting samples for luminescence dating and various adaptations can be made to suit specific circumstances.

In addition to being capable of sampling deeper than would be possible unaided, sampling devices such as the Drillmite™ are also able to yield large numbers of samples over relatively short periods of time. The high sample acquisition rates will hopefully encourage the development of accelerated analytical protocols if excessive backlogs are to be avoided in luminescence dating laboratories.

All in all, these possibilities widen the prospects for paleoenvironmental studies that use records from Quaternary deposits.
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Optically stimulated luminescence (OSL) from quartz and feldspar is widely used in luminescence dating and other forms of retrospective dosimetry. In order to develop new techniques to extend the general applicability of the dating technique it is important to understand the processes of luminescence generation in these minerals. OSL is a multi-step process involving charge excitation, transport, and recombination; using time-resolved OSL (TR-OSL) one has the possibility to directly examine the role of charge transport and recombination in luminescence emission.

The thesis is a compilation of 9 published articles, an introduction, and a summary chapter. It first delves into three main methodological developments, namely, (i) research and development of the equipment for TR-OSL measurements, (ii) finding the best method for multiple-exponential analysis of a TR-OSL curve, and (iii) optimisation of the pulsing configuration for the best separation of quartz OSL from a mixed quartz-feldspar sample. It then proceeds to study the different charge transport mechanisms subsequent to an optical stimulation pulse in quartz and feldspars over time scales covering 9 orders of magnitude (tens of nanoseconds to tens of seconds).

The results obtained for quartz conclude that the main lifetime component in quartz represents an excited state lifetime of the recombination centre, and the more slowly decaying components on the millisecond to seconds time scale arise from charge recycling through shallow traps.

Feldspars are studied using IR, green and blue stimulations and a combination of TR-OSL and time-resolved exo-electron (TR-OSE) emission techniques. It is shown that irrespective of composition, the TR-OSL shape of feldspars are very similar to each other, and that the lifetime of the excited state of the recombination centre is not important on the time scales of our measurements. The measurements give insights into the relative roles of an IR excited state (IR resonance), band tail states and the conduction band during charge transport in feldspars. Phonon assisted transport and tunnelling from the band tail states are characterised for the first time. It is shown that the band tail route favours production of a signal with a lower fading rate. Based on these results a comprehensive model of feldspar luminescence is developed, and different methods are proposed to deal with the long standing problem of anomalous fading.

This thesis is available as a PDF on the Ancient TL web site www.aber.ac.uk/ancient-tl
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In this study, OSL dating was used to determine uplift rates on an active margin. The Kamchatka subduction zone is one of the most active convergent margins in the world. The Pacific Plate is subducting beneath the Kurile-Kamchatka margin since the Eocene, today with an average rate of 7.9 cm/a. Thereby the Peninsula is involved by strong neotectonic activities. Indicators of these activities on the eastern coastline are deformed Pleistocene sediments; recent thrust faulting and high uplifted marine terraces on different levels. The different levels of the elevated terraces points to variant uplift rates within the peninsula.

The geological records of marine terraces are the depositional and erosional remains of former
shores, so they are records of the former sea level. Along active continental margins, the marine terraces reflect the interplay between sea level oscillations and surface uplift. Dated marine terraces record the time of sea level high stands, but although the vertical crustal movement.

In the working area, 3-5 paleoshorelines are mapped via remote sensing. The aim of this study was to quantify the uplift from paleoshorelines by calculating uplift rates on OSL ages of marine terrace. Sediment age determination was carried out at the luminescence laboratory Freiberg (TU Freiberg /Inst. of Appl. Physics). The source materials of the marine terraces are mainly volcanic sediments. Because of a high fraction of magnetic material in these sediments, magnetic separation of sieved carbonate and organics free sediment fraction was used as an additional step for purifying the quartz within a procedure which furthermore applied feldspar flotation, density separation and HF etching. A single-aliquot regenerative-dose (SAR) procedure was used for palaeodose determination. It was necessary to add different hot-bleach treatments to the standard SAR-procedure based on a series of experiments. Broad statistical approaches on dose distribution in such samples from marine sedimentary environment have been applied.

This study presents the first quantitative results about age and uplift on the eastern coast of Kamchatka.
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During the past 130 years, classification of the Weichselian Pleniglacial in north-eastern Germany was mainly based on morphostratigraphical interpretations. In general, three main ice marginal positions are distinguished. The ice advance to the southernmost, relatively weakly developed ice marginal position of the Brandenburg phase has traditionally been ascribed to the Last Glacial Maximum (LGM) of the Scandinavian Ice Sheet (SIS). The Frankfurt phase is usually interpreted as a halt during the downmelting of the glacier. The most prominent ice marginal position in north-eastern Germany is that of the Pomeranian phase.

Owing to the absence of recent geochronological data of the Weichselian ice advances, the commonly used ages of ice marginal positions are only estimates or are based on extrapolations from 14C ages of underlying organic sediments. However, during the past few years a number of studies have been conducted to set up a chronology based on geochronometrical data. In this study fluvioglacial sediments from outwash plains associated with the Brandenburg phase and the Pomeranian phase were dated by means of Optically Stimulated Luminescence (OSL) of single aliquots and single grains of quartz. Recently, additional ages from Surface Exposure Dating (SED) of erratic boulders using cosmogenic 10Be have been published. To compare the results from these different approaches, the type and position of the sampled material within the glacial landscape system have to be considered. Consequently, different geomorphological processes are datable using either OSL or SED techniques. Therefore a process-based interpretation for numerical ages from OSL and SED in glaciogenic landscapes is introduced.

From the results of the OSL analyses from the Brandenburg and Pomeranian phases as well as a thorough reassessment of the available 10Be exposure ages, a synthesis was achieved in terms of ice dynamics and ice retreat patterns during Marine Isotope Stage (MIS) 2. One of the main findings is the evidence for a twofold LGM, with the older phase (LGM-1) corresponding to the Brandenburg phase, which was dated to <34 ka (maximum age), and the younger phase (LGM-2) represented by the Pomeranian phase, which was dated to 20.1 ±1.6 ka (initial formation of outwash plains) and 19.4 ±2.4 ka (final sedimentation of sandur sediments).

The first Weichselian deglaciation pattern for north-eastern Germany was established, based on results from numerical dating methods, and the last glacial-interglacial cycle was dated for the first time from a terrestrial Saalian-Eemian-Weichselian sedimentary sequence in the research area.

This thesis is available from: http://www.diss.fu-berlin.de/diss/receive/FUDISS_thesis_00000022882
This study has investigated hurricane activity during the late Holocene on the southern New England coastline (USA) by means of optical dating of overwash layers deposited in coastal salt marshes and ponds. Three alternative optical dating methods were investigated; quartz OSL, K-feldspar IRSL and the subtraction method. Both quartz and K-feldspar ages agree with independent age constraints (¹⁴C) and are suitable for dating young hurricane overwash deposits. The majority of ages (53) were consistent with stratigraphical control.

Although K-feldspar ages were more precise, quartz was the most practicable method for this project considering the limited availability of sand grains in general, and K-feldspar specifically, in the thin overwash layers in this region. The signal analysis for quartz was improved by applying early background (EBG). A test on 13 samples demonstrated that EBG: 1) reduced the proportional influence of medium and slow components to the net signal; 2) reduced recuperation values; and 3) reduced the over dispersion value for some samples.

The Dₜ distributions from the overwash sediments showed both well bleached and heterogeneously bleached samples. The finite mixture model and the central age model were applied to determine the optical age. A modern analogue (hurricane Bob, AD 1991) was, moreover, very accurately and precisely dated with quartz minerals.

This study shows that determining the dose rate in heterogeneous sediment is challenging. Sensitivity analyses on the external dose rates demonstrated that variability in water content produced the most uncertainty in dose rates. Therefore, it is important to know not only the water content of the overwash layer but also of the bracketing layers. Furthermore, it was demonstrated that the dose rate should be corrected for organic content when samples have more than 5% organic content. Additionally, this study showed that X-ray core scanning can have an effect on the optical age of a sediment. Depending on the dose rate of the sediment, this could produce a significant offset to young geological samples, e.g. late Holocene.

The optical dating results from the six coastal salt marshes and ponds along the southern New England coastline roughly indicate a period of activity between 2 - 1 ka before AD 2000 (ca. 6 major events), a period of less activity between 1 - 0.5 ka before AD 2000, and a period of high activity (ca. 7 major events) during the last 0.5 ka.

Loess-palaeosol sequences are an excellent high-resolution archive for palaeoenvironmental changes. They hide information about the past climate and climatic changes. To be able to reconstruct the palaeoenvironment it is common practice to investigate these deposits with a multidisciplinary approach. A detailed and reliable geochronology is mandatory to be able to interpret the results of such investigations.

The aim of this study was to establish a reliable chronological framework of loess-palaeosol sequences from Croatia. In Croatia two major loess regions can be distinguished, the North Adriatic loess region related to the river Po in North Italy and its tributaries and the Danube loess region in eastern Croatia. From both regions the most representative loess-palaeosol sequences were selected for investigations; the loess-palaeosol sequence on the island of Susak, where up to 90 m of Quaternary deposits, predominantly loess and loess derivatives were determined, and the “Gorjanović loess section” in Vukovar, which is the matter of scientific interest since the last centuries. These two genetically similar topics for a detailed multidisciplinary research are to be the topic for a detailed multi-proxy research for this PhD.

This geochronological framework is the first step in high-resolution investigations which is in progress. The dating was performed using infrared stimulated luminescence (IRSL) dating method, which is the method of choice for dating of Quaternary aeolian
deposits, as well as radiocarbon dating. Throughout this PhD several luminescence dating protocols were used; the multiple aliquot additive (MAAD) dose protocol which is a somewhat old-fashioned protocol was used for polymineral fine grain material separated from the loess from Susak for an easier correlation with older published data in this area; the single aliquot regenerative (SAR) protocol which is a widely used measuring protocol, with fading tests and fading corrections performed on the measured samples as well, to obtain more reliable dating results. For the “Gorjanović loess section” the post-IR IRSL protocol, which is a modified SAR protocol developed recently for dating of older deposits (Middle Pleistocene) was introduced. This protocol has the advantage that it can overcome the performance of fading tests and fading corrections since in this protocol more stable luminescence signals from feldspars are registered.

Using the above mentioned laboratory measuring protocols which were supported by numerous experiments and performance tests good and reliable geochronological frameworks for the sections under study were established. The results from the loess-palaeosol sequences on Susak show us that a very detailed record correlating to OIS5 (and possibly OIS6 or older) is preserved, unique in this region. Furthermore, based on the dating results as well as mineralogical and geochemical investigations the three tephra layers were correlated to South Italian volcanic provinces. The luminescence dating results are supported by the radiocarbon dating as well. The “Gorjanović loess section” is an example of the penultimate glacial–last interglacial – last glacial period (OIS6 – OIS2), as seen from the dating results, and can easily be correlated to similar loess-palaeosol sections in the region.

In this thesis a detailed and reliable chronological framework of prominent loess-palaeosol sequences in Croatia is established as well as a milestone for a stratigraphy of Quaternary deposits in Croatia.
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Abstract
I note a fundamental error in the “alternate form of probability-distribution plot” proposed by Berger (2010a) and comment on some related issues, including transformations, radial plots, empirical distributions, kernel density estimates, weighted means and selected data.

Introduction
In a recent article in this journal (Galbraith 2010) I discussed, among other things, a type of “probability density” graph that has sometimes been used to display OSL equivalent doses for a sample of single grains or aliquots. In this graph, each $D_e$ value is replaced by a Gaussian curve centered on the observed $D_e$ with standard deviation equal to the standard error of $D_e$ and the curves are then summed pointwise. I referred to this specifically as a “PD” graph and distinguished it from a conventional kernel density estimate (KDE). I tried to explain what it is doing and why it is not to be recommended.

Also, and perhaps more importantly, I tried to encourage researchers to think about the meaning of an equivalent dose frequency distribution. To what extent does it represent frequencies in a natural population, rather than artefacts of sampling and grain selection or variation in luminescence and experimental procedures? I also distinguished between the distributions of true equivalent doses (where hypothetically, $D_e$ values are measured without error) and observed $D_e$ values, a distinction necessary for understanding data and making reliable inferences.

In the same issue of this journal, Berger (2010a) proposed an “alternate form of probability-distribution plot” for OSL equivalent doses, which he called a “Transformed-PD” plot, or TPD plot for short. The essence of this was to construct the sum of Gaussian curves using log $D_e$ values and relative standard errors, rather than actual $D_e$ values and their absolute standard errors. But the probability density curves so obtained were presented on a linear $D_e$ scale, having apparently been transformed (without comment) from the log $D_e$ scale. Unfortunately this transformation was not done correctly and they do not represent the intended probability distributions — and they do not have the meaning attributed to them in that paper, as acknowledged by Berger (2010b).

Berger (2010a) also presented some interesting data examples and raised several other issues that are perhaps worth further comment — concerning radial plots, log transformations, empirical distributions, kernel density estimates, weighted means and selected data. He rightly noted that radial plots offer advantages over PD plots. In fact his radial plots are far more informative than his corresponding PD and empirical distribution plots, and his data presentation would be less convincing without them. This is not to say that one should make only radial plots of $D_e$ values, but it supports my recommendation to look at them in addition to other plots that might be made. Berger (2010a) also stated that radial plots could not be used for samples containing zero or negative $D_e$ values, because they use a logarithmic transformation. But of course one can make a radial plot without using a log transformation (or indeed any transformation), as acknowledged by Berger (2010b).

However, what Berger (2010a, page 13) saw as the “two main criticisms” of the conventional PD plot are merely to do with the nature of the empirical distributions of $D_e$ values and their errors, and he did not recognise the more fundamental problems noted in Galbraith (1998) and Galbraith (2010). These are to do with their meaning and interpretation. On one level, a PD plot might just be regarded as an empirical smoothing of the data. If so, it is a poor one compared with, say, a conventional KDE where the kernel bandwidth is chosen according to sample size (among other things). But often PD plots are mis-interpreted and lead to fallacious arguments and unconvincing science.

I elaborate on some of these points below. This article is not intended to be a comprehensive critique of Berger (2010a) but rather a discussion of some statistical issues arising there and elsewhere in the OSL literature.
Transforming a probability density function

To illustrate the incorrect transformation mentioned above, look at the solid line in Berger (2010a, Figure 3). That curve is supposed to correspond, on the natural log scale, to an equal mixture (or sum) of four Gaussian probability density functions (pdfs) all with the same standard deviation (equal to 0.10) and means log(5), log(10), log(20) and log(30). If we transform this to the linear scale, it can be shown that we should get an equal mixture (or sum) of four log-normal pdfs. You can see that the TPD curve drawn must be wrong because the areas under its component curves should be equal and they are not.

When introducing his method, Berger (2010a, page 14) wrote: “However, application of equation 2 to these same artificial data generates the solid curve in Figure 3, accurately representing their respective probabilities”. But his equation 2 does not generate the solid curve in his Figure 3, and that figure does not accurately represent their respective probabilities.

Figure 1 shows the correct distribution on both log and linear scales. The top panel shows the pdf of \( Z \) (corresponding to log \( D_e \)), denoted by \( f(z) \), and the bottom panel shows the pdf of \( W \) (corresponding to \( D_e \)) denoted by \( g(w) \), where \( Z = \log(W) \). The formula relating these two pdfs is

\[
g(w) = f(\log(w)) / w
\]

for positive \( w \). The factor \( 1/w \) is called the Jacobian of the transformation and is required in order to preserve the validity of probability statements, which are related to areas under the curve. That is, the probability that \( W \) lies between \( a \) and \( b \) must equal the probability that \( \log(W) \) lies between \( \log(a) \) and \( \log(b) \) for any \( a \) and \( b \). Different transformations have different Jacobians.

The bottom panel of Figure 1 also shows the pdf of a mixture of normal (rather than log-normal) pdfs as a red dotted line. The dashed curve in Berger (2010a, Figure 3) should be the same as this. The red dotted curve can hardly be seen as it differs only very slightly from \( g(w) \). This reflects the fact that if a log-normal distribution has a small dispersion then it is very hard to distinguish it from a normal distribution with the same mean and standard deviation. In the present case, each component has a coefficient of variation of 10\%, which is small enough to make the normal and log-normal distributions practically the same. If the coefficients of variation were larger then the two curves would differ more.

This discussion has nothing to do with the merits of PD plots as such, but it is instructive for understanding both log transformations and probability density functions.

**What is Berger’s TPD plot?**

Berger (2010b) confirmed that in drawing his TPD plot on the \( D_e \) scale the Jacobian factor was omitted, so that the graph “does not manifest relative probabilities” and he suggested that it shows “rather something more akin to relative ‘weighted’ frequencies”. What is it really a plot of, and is it useful?

Imagine a positive random variable \( W \) having a probability density function \( g(w) \) describing relative frequencies in a population. Consider plotting a graph of \( wg(w) \) against \( w \). The total area under this curve would equal the mean, or expectation, of \( W \); and the area under it between two values \( a \) and \( b \) would
represent the ‘contribution’ to the overall mean from values of \( w \) in that range. However, it is hard to see what practical use this concept might have. In particular, modes or peaks of \( wg(w) \) will not coincide with those of \( g(w) \).

Now consider a TPD curve as plotted in Berger (2010a, Figures 3, 4, 6, 8 or 10). Those figures do not have numerical scales on their vertical axes, but it can be shown that the TPD curve is effectively a plot of \( wg(w) \) against \( w \), where \( g(w) \) is an equal mixture (or sum) of \( n \) log-normal pdfs, where \( n \) is the number of grains or aliquots in the sample. The \( i \)th log-normal pdf in this mixture has mean \( y_i \, \exp(\frac{1}{2} r_i^2) \), where \( y_i \) is the observed \( D_e \) value for the \( i \)th grain and \( r_i \) is its relative standard error. The factor multiplying \( y_i \) here is slightly greater than 1 and greater for larger \( r_i \). Thus the total area under the TPD curve is the average (or sum) of these means, so is a quantity a bit greater than the un-weighted sample mean (or sum) of observed \( D_e \) values. The TPD curve itself would therefore indicate some sort of relative contributions to this quantity from different doses represented in the sample data. The qualification “some sort of” is referring to the rather arbitrary role of the relative standard errors of \( D_e \) used in constructing the curve and hence in defining its meaning.

It is clear from this that Berger’s TPD plot has no clear-cut interpretation as a frequency distribution of OSL equivalent doses.

**Log transformations (or not) in radial plots**

A strange idea appears to have arisen that a radial plot must necessarily use a log transformation of \( D_e \) and therefore can’t be used to represent data containing zero or negative \( D_e \) values. Of course it is just as easy to make a radial plot using actual \( D_e \) values and their (absolute) standard errors as it is with log \( D_e \) values and relative standard errors. Examples of the former can be seen in Arnold et al. (2009) and Galbraith (2010).

Not only is it possible, it is also sometimes more appropriate to use a linear \( D_e \) scale. For example, when \( D_e \) values are close to zero their relative standard errors may happen to be large simply because they are relative to something small, and they may appear to be uninformative on a radial plot that is drawn with respect to relative standard errors, but properly informative when drawn with respect to absolute standard errors. Furthermore, in such cases there may be no clear relationship between \( D_e \) values and their standard errors, suggesting that the main sources of error are additive, rather than multiplicative (e.g. Arnold et al., 2009) and hence that comparisons on the linear \( D_e \) scale are more straightforward.

For a radial plot, the choice between using a log or linear \( D_e \) scale is partly related to whether points are better compared using relative or absolute standard errors. Another transformation, mentioned in Galbraith (2010), is the modified log transformation \( z = \log(w+a) \) for some suitably chosen \( a \). This can be useful to plot data having some large or some zero or negative values. If \( a \) is small, the transformation is similar to a log transformation, while if \( a \) is large it is more like a linear transformation, so you can think of the value of \( a \) as making a compromise between these two extremes.

**Why are radial plots more informative?**

Radial plots are more informative because they exploit the information in the precisions.

In his Figures 1 and 2 and corresponding text, Berger (2010a) cited a radial plot and “weighted histogram” (PD plot) from Galbraith (1988). These used some artificial data from a discrete two component mixture with component means +0.5 and −0.5. He found it “inexplicable” that I then wrote: “The weighted histogram is superficially attractive and suggests a bimodal distribution but does not point to the true mixture as informatively as the radial plot does”.

Here is an explanation. The radial plot (reproduced as Figure 2 here) shows that the data are completely explained by a discrete two-component mixture — i.e. just two distinct values, roughly equal to +0.5 and −0.5. This is because you can easily imagine two radii going to +0.5 and −0.5 and, by referring to the ±2 scale on the vertical axis, see that all of the variation about them can be explained by the observation errors. This happens to be the model that was used to generate the data, but even if we did not know this, it is clear that the data are consistent with it.

Of course, it would be easier to see this by explicitly drawing the two radii with a ±2 shaded band about each. Each point would fall in, or very close to, one or other band. Furthermore their scatter looks like a superposition of homoscedastic random scatter about each line. You can confirm this by drawing your own lines and bands. I did not do this in my paper in order to avoid imposing any specific model and to allow the reader the freedom to consider possible mechanisms that might have produced these data.
Figure 2: A radial plot of artificial data from a discrete two-component mixture with means +0.5 and −0.5. This is a copy of Figure 2 from Galbraith (1988).

No such inferences can be made from the PD plot (Galbraith 1988, Figure 9a or Berger 2010a, Figure 2). Although the curve has two modes at about +0.5 and −0.5, it does not tell us either that more than one component is needed to explain the data, or that two is enough. The radial plot tells us both of these things. Furthermore, there is no simple relation between the number of components in a mixture distribution and the number of modes its PDF has. For example, it is easy to construct a two-component mixture of normal PDFs that is unimodal, and whose mode differs from both component means. Looking at the modes of a PD plot is even more ambiguous because it is not actually estimating the true dose distribution.

In Galbraith (1988, Figure 3) and Berger (2010a, Figure 1) the radial plot is re-drawn with different plotting symbols to show explicitly which observations came from each component. You can see there that most of the low-precision values are consistent with both radii and that many fall closer to the wrong radius (the component that they do not belong to) than to the right one. This reflects uncertainty associated with the observation errors that is inherent in the original data, and that cannot be resolved however you plot them.

That figure is instructive for another reason. Suppose that we wanted to estimate the lowest population component mean value. A method that may naturally spring to mind is to select a subset of points that we think belong to this component and calculate a mean or weighted mean of these. You can see from the figure that however the subset of points is selected it will always contain some from the higher component or omit some from the lower one. I comment further on this below.

I would encourage those interested to read the whole of that section in my original 1988 paper. That paper also explains the close connection between radial plots and least squares regression though the origin, which helps both with understanding and using radial plots.

**Empirical distributions and kernel density estimates**

Berger (2010a) rightly pointed out that more information is shown by adding a cumulative plot of ranked data with standard error bars. The individual points show the cumulative empirical distribution of the observed $D_e$ values, and the one-sigma error bars display their standard errors. But a PD plot superimposed on it combines these incorrectly. It would make more sense to draw a conventional kernel density estimate (KDE), or a histogram, in order to see the shape of the distribution of observed $D_e$ values.

The upper panel of Figure 3 shows the ranked observations with one-sigma error bars along with a Gaussian KDE for the data that I used in Galbraith (2010). Here I have chosen the kernel bandwidth to correspond to the bin width in my histogram (Galbraith 2010, Figure 1). The histogram there and KDE here both show the smoothed data to essentially the same degree of resolution. They emphasise slightly different aspects. The KDE shows more detail of the shape of the empirical distribution while the histogram shows numbers of grains and areas under the curve more clearly. The standard errors are displayed in Figure 3, but they are not used in the construction of the KDE.

What bandwidth should one use for a KDE? As with choosing the bin width of a histogram, there is no hard and fast rule. It should depend on the data and purpose. But there are general guidelines in the literature (in the R package, in particular). Note that such guidelines are based on the premise that one is trying to see the shape of the underlying frequency distribution from a sample of observations measured without error, which is usually not the case with observed equivalent doses.

The bandwidth of 0.058 in the upper panel of Figure 2 is very close to the value given by the R function bw.ucv (unbiased cross-validation) applied to these data, which is 0.061. In the lower panel I have drawn the graph again but using the bandwidth given by the
Figure 3: Kernel density plots with two different bandwidths and empirical cumulative distributions for 82 single grain equivalent doses (data from Olley et al., 2004). The grey bars show ±1 standard error for each point. The red dotted curve shows a PD plot of these data.

R function bw.nrd (one of several general rules of thumb). This is a larger bandwidth (0.141) giving a smoother graph. In some ways this version looks “nicer”, but of course more resolution is lost. This is good if you think that such resolution is meaningless, but bad if it might be informative. Note that when plotting a KDE there is an implicit assumption that the data were sampled from a continuous distribution, and presumably one that is meaningful.

In the lower panel of Figure 3 I have added a PD curve (the red dotted line). The scale is chosen so that the area under it is the same as that for the KDE. Given that it does not represent the distribution of either the true or observed $D_e$ values, what use is it? In this example, it is even smoother than the KDE in that panel and its mode is lower (practically zero). Perhaps its worst feature, though, is its behaviour in the lower tail. We know that the true doses cannot be negative, so a negative observed dose gives us a lower bound on the absolute size of the actual error for that grain. For example, if we observed a $D_e$ of −0.2 Gy, then, because the true value for that grain cannot be negative, the estimation error must be negative and not less than 0.2 Gy in absolute value — i.e. the observed value must be (more than) 0.2 Gy below the true value (regardless of what the standard error is). Yet the PD plot still puts more area below even the lowest negative $D_e$.

There is another distinction between a PD plot and a KDE (or histogram) that is worth repeating: for larger sample sizes one normally uses a smaller bandwidth for a KDE (or bin width for a histogram). But a PD plot does not get any better, in terms of resolution, as the number of grains increases. In general it gets worse because there are more low precision points to obscure the information. For example, the sample sizes in Berger’s four examples are, respectively, 22, 63, 56 and 179. It could be argued that the PD plot of the last one, in his Figure 10, is too smooth and that a KDE with a smaller bandwidth would show the data better.

Error bars and confidence intervals

The standard error bars in Figure 3 can be regarded as simply displaying the size of the standard error of each estimate. But they could also be regarded as indicating confidence intervals for the true values. In that case they would be approximate 68% intervals rather than the more conventional 95%, or two-sigma, intervals.

While this may be of some use, it is extremely hard to compare several confidence intervals of differing lengths, both visually and logically. One may be tempted to infer “significant or not” differences from seeing whether intervals overlap, though of course that would not be correct. There is no easy way to interpret a number of univariate confidence intervals together; in principle, a multivariate confidence region is required.

A widely recognised disadvantage of confidence interval plots is that the least precise estimates have the longest intervals and tend to dominate the space on the graph. Sometimes they can be so dense that it is counter-productive to draw them all and it would be better to try to find another method of displaying precisions.

Very often the standard errors increase with dose, which makes it still harder to compare them. In such cases it may be clearer to plot doses (and intervals) on a log scale. Another aspect of this is that a symmetric interval on the log $D_e$ scale will not transform to a symmetric interval on the $D_e$ scale. That is, the symmetric approximate 95% interval $\log(y) \pm 2r$ for the true log dose corresponds to the non-symmetric interval $y \exp(\pm 2r)$ for the true dose, which may differ somewhat from the symmetric
interval \( y_i \pm 2s_i \), where \( y_i \) denotes an observed \( D_e \) value and \( r_i \) and \( s_i \) are its relative and absolute standard error, respectively. If we really are regarding the error bars as confidence intervals, then some thought should perhaps be given to how they are best defined and displayed. For example, if the estimation errors were thought to be essentially multiplicative, then it would make more sense to construct symmetric confidence intervals on the log scale.

**Weighted means and selected data**

In his examples, Berger (2010a) suggested that instead of using a minimum age model, a sufficient estimate of the burial dose can sometimes simply be obtained from a weighted average of the \( D_e \) values for a selected subset of grains; and he further suggested that sometimes using a weighted average of \( \log(D_e) \) values is better. However, whatever form of average might be used, the crucial questions here are: (a) which subset of grains should be selected? and (b) what are the bias and variance of the resulting estimate?

With respect to (a), many possibilities spring to mind. Among the more sensible would be methods that tried to select the complete group of “youngest” grains whose observed \( D_e \) values were consistent having a common burial dose, taking into account estimation error and natural variation between true doses with the same burial history. Ideally, one hopes to select all of the fully bleached grains and no others, though this is usually not possible — see my earlier comments with respect to Figure 2. There will nearly always be partially bleached grains having observed \( D_e \) values consistent with those for well bleached grains.

Galbraith (2010) noted that there is no good rationale for choosing the grains whose \( D_e \) values are close to the mode of a PD plot (i.e. choosing them because of this) even though that may sometimes produce an estimate close to the correct value. It might be more reliable to choose them by looking at the radial plot, which would at least make it easier to account for their differing precisions. But however you choose them you are bound, except in rare cases, to either include some partly-bleached grains or exclude some well-bleached ones.

With respect to (b), Galbraith (2010) noted that selecting grains with the lowest doses and treating them as if they were properly representative of well-bleached grains leads to biased estimates, sometimes grossly biased. For example, you can imagine that if you tried to be conservative and selected only the grains with the very lowest observed \( D_e \) values then you are likely to omit some higher values from well-bleached grains and end up with an under-estimate of the burial dose. Many of the lowest observed values will be low because their estimation errors are negative, so they will be lower than the corresponding true values. Hence, such a subset would be biased towards grains whose observed \( D_e \) values are lower than the true values.

Furthermore it is not correct to apply the usual standard error formula for an estimate obtained from a sub-sample that has been selected on the basis of the observed \( D_e \) values. This would not be an independent sample in its own right and allowance would need to be made for the effect of the selection. Calculation of a valid standard error is difficult for an objectively selected sample and impossible for a subjectively selected one.

Berger (2010a) rightly noted that such estimates are less reliable than those based on the more formal minimum age models. The latter treat the problem as one of extracting a specific component from a mixture. As such, they do not attempt to select a subset of grains at all, but rather they assign to each grain a probability of belonging to the well-bleached component.

On the subject of weighted averages and combining data generally, I recommend the encyclopedia entry by Cox (1982). This is a lucid and insightful article from a high authority.

**A note on Sircombe and Hazelton (2004)**

An interesting paper by Sircombe and Hazelton (2004), cited by Berger (2010a), adds some further theoretical insight to the question of estimating a frequency distribution from observations measured with error. It is concerned with detrital zircon ages obtained by U-Pb dating. It considers data \( y_i \) generated by the equation

\[
y_i = x_i + e_i
\]

where \( x_i \) is sampled from a distribution with pdf \( f(x) \) and \( e_i \) is randomly drawn from a normal distribution with mean 0 and known standard deviation \( s_i \). Like Galbraith (2010), it discusses how difficult it is to estimate \( f(x) \). It then considers two samples of data and proposes a way of measuring the dis-similarity of their two different \( f(x) \)s without explicitly estimating either of them. Interested readers might like to look at its Figures 1 and 3. The former shows two different \( f(x) \)s that have the same observed distribution (when errors are added to the \( x_i \)s) and the latter shows how their method can nevertheless distinguish between them. Particularly illuminating is the way...
the standard deviations $s_i$ are used; this is very different from how they are used in a PD plot.

In addition, Figure 5 of that paper shows ten detrital zircon age distribution plots obtained by “summing individual Gaussian distributions” which, as far as I can see, are what we are calling PD plots. They are presented simply to show the ten samples together in a small space so that they can be plotted against measures of dis-similarity between pairs of their underlying $f(x)$s. No inferences about $f(x)$ are made from these plots — indeed the authors explicitly say they are displaying the estimation errors as well as the age variation. That figure is undoubtedly informative, mainly because the estimation errors are small (in some cases very small) compared with differences between the single grain ages. These PD plots are very different from those normally encountered with OSL $D_e$ data. Nevertheless, the error variation, though mostly relatively small, is still confounded with the age variation.

Summary

Frequency distributions of OSL equivalent doses are hard to understand, even when $D_e$ is measured accurately, because they will reflect sampling, experimental and observational effects in addition to the key features of scientific interest. Histograms and kernel density estimates of $D_e$ values are hard to interpret.

The “alternate form of probability-distribution plot” proposed by Berger (2010a) does not represent a proper probability distribution because of an incorrect transformation from the log scale. If it were plotted on a log scale it would be a PD plot in the sense of Galbraith (2010) — but using $\log(D_e)$ values and relative standard errors, rather than $D_e$ values and absolute standard errors, as is implied in the abstract of Berger (2010a). If it were correctly transformed to the linear $D_e$ scale it would often not differ greatly from a PD plot directly constructed on that scale. Berger’s interpretations of his TPD graphs are based on a misunderstanding of what he plotted and his conclusion that they can “reveal meaningful relative structure in $D_e$ distributions” (Berger 2010a, p.19) is not justified.

Galbraith (1988) and Galbraith (2010) discussed PD plots in the context of fission track ages and OSL equivalent doses, respectively. Such plots do not have a sound statistical basis and they have often been mis-interpreted in the literature. Berger (2010a) noted that PD plots have been criticised but did not recognise the substantive criticisms in those papers. PD plots have sometimes been used as an aid to selecting subsets of grains from which a weighted mean dose is calculated. This is not a reliable practice for the reasons given above.
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Introduction
Rex Galbraith and I exchanged many e-mails in 2010 concerning my note on so-called TPD plots (Berger, 2010a). As a result I submitted an Erratum (Berger, 2010b) which I think clarifies Berger’s note succinctly. That e-mail exchange, as does his recent Comment (Galbraith, 2011), draws out an essential ‘philosophical’ difference. Perhaps the best way to summarize this difference is to say that I am concerned with “empirical distributions” and how to use visual representations of single-grain paleodose ($D_g$) estimates as accessible guides to choices of usefully accurate calculations of ‘mean’ $D_g$ values, whereas he is describing the same ‘elephant’ from a statistically idealistic viewpoint. Clues to this idealism are provided by the frequent use in Galbraith (2011) of ill-defined (with respect to single-grain $D_g$ data) words such as: ‘true’, ‘useful’, ‘less informative’, ‘more informative’, ‘less meaningful’, ‘less convincing’, ‘resolved’, ‘actual’, etc. In the context, these words misrepresent the pragmatic message of Berger (2010a, 2010b). While I appreciate his current note as an attempt to educate the reader on the theoretical nuances of the statistical handling of single-grain $D_g$ distributions and their embedded uncertainty estimates, and calculations of weighted means, for some of the reasons outlines above, the Comment (Galbraith, 2011) compels some reply herein.

One of the outcomes of our e-mail exchange was my request that he provide to the community of OSL users a software or spreadsheet ‘program’ for the ready computation of KDE plots such as shown in Figure 3 of Galbraith (2011). Presumably such plots can be generated (with effort by a novice) from the R statistical package, but most of us don’t use that package routinely (I employ it for Arnold’s unlogged MAM code: Arnold and Roberts, 2009), if at all. Another request was for dissemination of a software package for generating reasonably high-resolution radial plots (e.g., pdf files, rather than clipboard copies) via a user-friendly interface (GUI) that handles both linear and log $D_g$ scales. He has not supplied that to me. In this context, the Comment of Galbraith (2011) could have been more helpful. The radial-plot software available from John Olley has an excellent GUI but it does not permit use of linear $D_g$ scales, and creates only clipboard images of the plots. The radial-plot software from Vermeesch (2009) does permit creating high-resolution plots (saved as pdf files) and use of linear scales, but lacks many desirable user-selectable options (e.g., choosing centers of ±2σ bands and band fills) that the Olley package offers.

In addition to these general comments, I have some comments to make on specific sections of Galbraith (2011), under his topic headings.

Introduction
Here he states that Berger (2010a) “does not recognize the more fundamental problems noted in Galbraith (1998) and Galbraith (2010)”. This is incorrect and misrepresentative. Berger (2010a) did not attempt a fundamental discussion of the underlying principles expounded in these citations. How can that lacuna then demonstrate a lack of recognition?

Transforming a probability density function
The Erratum (Berger, 2010b) makes it clear that the areas under the peaks of the TPD plot cannot be used as indicators of relative probability, thus much of this section of Galbraith (2011) is redundant.

What is Berger’s TPD plot?
There appears to be a logical inconsistency, in that (implied in Galbraith, 2011) it is permissible to adjust bin-widths to construct histograms of data points ('univariate estimates', if you will) lacking equal uncertainties, but it is not permissible to create a visual plot (TPD) free of such forced 'bandwidth' choices (unless once thinks the choice of a Gaussian is 'arbitrary'). It is misleading to state (Galbraith, 2011) that "the role of the relative standard errors of $D_g$ is "arbitrary". Also, what does Galbraith (2011) mean by "clear-cut interpretation" in the statement that the "TPD plot has no clear-cut interpretation"? Does he mean 'statistically idealistic', or 'empirically pragmatic'?

Log transformations (or not) in radial plots
This section is unnecessary because Berger (2010b) clarified that issue, concisely.

Why are radial plots more informative?
Berger (2010a) gave examples (and the literature has many more) where a radial plot is essential, but Galbraith (2011) repeatedly uses idealistic words such as "completely explained", or "more informative" to imply that other plots are useless. Also, the word "enough" in the phrase "or that two is enough" in paragraph 4 or 5 (depending on what is
counted as a paragraph) has a different meaning for a pragmatic geochronologist than for an idealistic statistician. In Figure 9a of Galbraith (1988) (which the reader should read) and Figure 2 of Berger (2010a), I continue to see that the PD plot illustrates the presence of two modes and that this (existence of two modes) is the most parsimonious view of that data distribution. Of course, in a real data set one can easily violate Occam's razor and conceive of many embedded components, but what would be the (geological) meaning of that? In the next paragraph, Galbraith (2011) makes remarks about overlapping data points that apply equally to a PD plot (if one plots the data points and uncertainties with this plot).

**Empirical distributions and kernel density estimates**
The word "incorrectly" is a statistical usage, whereas in dating practice, these nuances in Galbraith (2011) are likely to be largely of a secondary or tertiary concern, because one often is (or should be) comparing OSL age estimates with numerical or stratigraphic age estimates obtained from other methods. Again, it would have been more helpful if user-friendly code or standalone software were provided for generating such KDE plots (with all their subjectivity). The rest of this section seems to imply that with real data within single-grain D$_\alpha$ distributions (rather than with statistically idealistic data points) every bump and wiggle should be resolved or would be informative (informative of what?). In dating practice, as stated implicitly (if not explicitly) by Berger (2010a), many single-grain D$_\alpha$ data points obtained from non-eolian deposits have no geological meaning. Generally, if non-eolian (not uniformly bleached optically) samples are collected carefully (this topic is addressed below), only the lowest D$_\alpha$ values would have meaning (last daylight exposure), unless there are stratigraphic indicators that a specific multi-depositional history could be preserved, or in carbonate-bearing deposits, evidence of significant $\beta$ micro-dosimetry. An example would be provided by buried soil horizons, in which case the lowest D$_\alpha$ values might not relate to the main depositional process or event.

In other words, in the Figure 3 of Galbraith (2011) and in many published examples of single-grain D$_\alpha$ distributions, it is not important to 'resolve' (whatever that word might mean to readers) minor clusters of D$_\alpha$ values above the lowest 'age' group. Of course, deviations caused by unrecognized or uncorrectable effects of $\beta$ micro-dosimetry fold into interpretations in some cases. Further folded into the generation of 'under-estimates' of 'true' single-grain D$_\alpha$ values are the effects of careless sample collection when deposits are heterogeneous. For example, as stated (Berger, 2010a), the use of brute-force tube or pipe sampling may introduce (no one has investigated this effect, to my knowledge) 'too-young' grains (from the sediment face) into the interior of the sample. There are published examples (e.g. supporting online material of Jacobs et al., 2008) of single-grain D$_\alpha$ distributions where the authors are motivated (by stratigraphic or archaeological evidence) to employ a central-age or finite-mixture model and to dismiss widely discordant 'too-young' D$_\alpha$ data points that may be artifacts largely of the sample collection method.

**Error bars and confidence intervals**
It is not "extremely hard" for me (and presumably most practicing geochronologists) "to compare several confidence intervals of differing lengths, both visually and logically". Also, why is it "counter-productive" to draw confidence intervals? Counter-productive to what? ...to prediction of certain statistical parameters, or to age estimation from empirical data?

**Weighted means and selected data**
There are several points of disagreement, and I think that merely citing a few standard books (e.g. Bevington and Robinson, 1982; Moroney, 1965; Topping, 1962) on treatment of uncertainties would have sufficed. However, I fail to understand parts of the fourth paragraph. For example, in a geological sense, how can there be "some higher values from well-bleached grains" (apart from Gaussian or other probability effects) if these values indeed have been well-bleached and share the same $\beta$ micro-dosimetry, unless one considers such and other physical effects, which Galbraith (2011) does not mention? Also, negative D$_\alpha$ values more than one (estimated) standard deviation below zero are possible if one accepts Gaussian probability in the measurement of D$_\alpha$ values close to (and above) zero. Much of that paragraph's argument is hypothetical conjecture: statistical idealism disconnected from empirical settings.

**Summary**
I disagree with the final sentence in Galbraith (2011): "This" selection of subsets of data points "is not a reliable practice...". Galbraith's definition of 'reliable' apparently is not mine. There are several examples in the single-grain OSL dating literature where selection of subsets provides usefully accurate (geologically, stratigraphically) age estimates. Of course, there are several examples in such literature where selection of subsets by use of visualization plots is too subjective (see some examples in Berger, 2010a) to be useful, and one must resort to more refined statistical calculation schemes (e.g., minimum-age, central-age models, Galbraith et al., 1999) than use of weighted means.
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Errata
In the paper by Berger (2010) there are some typographical/transcription errors in some of the equations, all but one error relating to the saturating-exponential (E) model. Only one of these errors (that in the matrix component $I_{aa}$ concerning the E model) occurred also in the author’s software and led to some incorrect error estimates for some of the $D_E$ values derived from the E-model data sets, but had no effect on the computed $D_E$ values and on the best-fit dose-response curves (DRC) for the E model.

In equation 12 of Berger (2010),

$$\Delta A = ([WU][WU]^{-1}([WU][WY^*])$$

for the iterative calculation of the best-fit parameters, the matrix $W$ should be replaced by $\sqrt{W}$. In the immediately subsequent equation for $wy^*$, brackets were inadvertently omitted during transcription. The correct equation is

$$wy^* = [y_i - a(1 - e^{-bx_i})]\sqrt{w_i}$$

In the subsequent subsection "5.2 Error in $D_E$", the equations for the matrix components $I_{aa}$, $I_{bb}$ and $I_{ab}$ are incorrect. Certain parameters were inadvertently omitted during transcription. The correct expressions are as follows:

$$I_{aa} = \sum_i w_i (1 - e^{-bx_i})^2$$
$$I_{bb} = \sum_i w_i (ax_i e^{-bx_i})^2$$
$$I_{ab} = I_{ba} = \sum_i w_i x_i e^{-bx_i}$$

Finally, at the end of the first paragraph in the subsection "6.1 Regression to obtain $a$, $b$, $c$" for the E+L model, the stated matrices $WU$ and $WY^*$ should be replaced by $\sqrt{WU}$ and $\sqrt{WY^*}$.

The consequence of the coding error in the equation for $I_{aa}$ (used in the calculation of errors in the $D_E$ values shown in the paper) is as follows. In Table 1, the last two $D_E$ values in the last column should read $0.698 \pm 0.062$ (not $\pm 0.058$), and $28.48 \pm 0.69$ (not $\pm 0.68$). In Table 3, the only changes (all in the last column) are: $2104 \pm 255$ (not $\pm 128$), and $1417 \pm 668$ (not $\pm 148$). These changes put the author’s error estimates (for the E model) in Table 3 closer to those from Duller’s (2007) ‘curve-fitting’ error estimates, and strengthen one of Berger’s (2010) conclusions: that the two error-estimation schemes (Berger’s and Duller’s) generally produce no significantly different error estimates.

References
Submission of articles to Ancient TL

Reviewing System
In order to ensure acceptable standards and minimize delay in publication, a modification of the conventional refereeing system has been devised for Ancient TL:

Articles can be sent directly by authors to a member of the Reviewers Panel chosen on the basis of the subject matter, but who is not in any of the authors’ laboratories. At the discretion of the Editor, reviewers who are not listed in the Panel may be used.

The reviewing system aims to encourage direct dialogue between author and reviewer. The Editor should be kept advised of the progress of articles under review by sending him copies of all correspondence. He is available for advice where reviewing difficulties have arisen. Authors whose mother tongue is not English are required to have their manuscript revised for English before submitting it.

We ask reviewers to specify (where required) the minimum of revision that is consistent with achieving a clear explanation of the subject of the paper, the emphasis being on rapid publication; reviewers are encouraged to make a brief written comment for publication at the end of the paper. Where a contribution is judged not to meet an adequate standard without substantial modification, the author will be advised that the contribution is not suitable for publication. Articles that are not considered to be of sufficient interest may also be rejected.

Procedures
1. Articles should be submitted to an appropriate member of the Reviewing Panel or Editorial Board, chosen on the basis of the subject matter, but who is not in any of the authors’ laboratories.
2. Articles should not normally exceed the equivalent of 5000 words inclusive of diagrams, tables and references. Greater space will be appropriate for certain topics; for these the Editor should first be consulted.
3. Short notes and letters are also invited. These should not exceed two printed pages in Ancient TL, including diagrams, tables and references (equivalent to ~1400 words of text).
4. Diagrams and tables should be ready for direct reproduction and not normally exceed 12 cm wide by 10 cm high. Where possible, high quality electronic versions of figures should be submitted. Separate figure captions should be supplied. Inappropriately scaled drawings and labels will be returned for alteration.
4. Authors are asked to submit the paper, including diagrams, to the Reviewer and a duplicate copy to the Editor.
5. The final version of the text must be submitted to the Editor electronically using a standard format (Microsoft Word for PC is currently used for producing Ancient TL). Electronic copies of Diagrams and Tables should also be submitted.
6. Upon receipt of an article, the Editor will send an acknowledgement to the author. If the Reviewer is unable to deal with the contribution within 4 weeks he/she will inform the author and advise the Editor.

Requirements under various situations
When agreement concerning an article has been reached: The Editor should receive a copy of the final version of the paper, both as hard copy and electronically. The Reviewer should send their final decision, including comments for publication if any, to the Editor.

If the article has not been rejected, but agreement on its final form cannot be reached or where there are protracted delays in the reviewing process: The Editor may request an assessment from the Reviewer and responsibility passes to the Editor.

If the article is rejected: The Editor and author receive notification from the Reviewer, with an indication of the reason for rejection.

Thesis abstracts are to be sent to the Editor and in principle do not need reviewing. However, authors are requested to make sure that the English is correct before submission. Thesis abstracts should not exceed 750 words, and figures and tables are not accepted.

Advertising. Formal information on equipment can be published in Ancient TL. It should not exceed one printed page. Current charges are displayed on the website (http://www.aber.ac.uk/ancient-tl)

Subscriptions to Ancient TL
Ancient TL is published 2 times a year and is sent Airmail to subscribers outside the United Kingdom. While every attempt will be made to keep to publication schedule, the Editorial Board may need to alter the number and frequency of issues, depending on the number of available articles which have been accepted by reviewers.

The subscription rate for 2011 is £15 for individual subscribers and £25 for Institutional subscription, plus any taxes where required. Payment must be in pounds sterling. Enquiries and orders must be sent to the Editor. Payment may be by cheques, made payable to ‘Aberystwyth University’, by credit/debit cards or by bank transfers. Further information on subscriptions is available on the Ancient TL web site (http://www.aber.ac.uk/ancient-tl)